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## Preface

Ultrasound is one of the most useful sources for visualizing the inside of materials and has been used in many applications such as NDT (non destructive testing) and medical ultrasound imaging. Specifically, medical ultrasound imaging has been actively applied to abdominal, breast, heart, blood vessel, and fetus imaging. Nowadays, not only visualization of the inside of the body but also the measurements of tissue motion, blood flow and elasticity can be realized.
In this book, we present a dozen state of the art developments for ultrasound imaging, for example, hardware implementation, transducer, beamforming, signal processing, measurement of elasticity and diagnosis. The editors would like to thank all the chapter authors, who focused on the publication of this book.

Masayuki Tanabe
Tokyo Metropolitan University Japan

# Hardware-Software Partitioning of Digital Signal Processing in Ultrasound Medical Devices a Case Study 

Marcin Lewandowski<br>Institute of Fundamental Technological Research, Polish Academy of Sciences<br>Pawinskiego 5B, 02-106 Warsaw,<br>Poland

## 1. Introduction

The development of ultrasound devices and diagnostic methods is closely related with the development of microelectronics and digital signal processing. In most of the state of the art electronic devices, the signal is digitally processed. These devices may be generally categorized based on the number of parallel processing channels. Imaging devices with multi-element linear or phased arrays usually have 16-256 transmission/reception channels. Single channel processing is usually performed in imaging devices with mechanically moved single element sector heads, the so-called "wobbler" and in dedicated Doppler devices. The methods of signal processing are much the same in all device categories.
The paper presents a general overview of ultrasound signal processing and its digital implementation with emphasis on hardware-software partitioning. The available state of the art methods and systems of digital signal processing using both hardware and software are presented as well as the issues pertaining to algorithm implementation methodology. The state of the art system solutions are presented based on the descriptions of representative ultrasound devices, found in literature. The similarities between the presented devices and radio signal processing systems used in telecommunication are also discussed in the paper. Based on device description, the authors present the architecture of processing and communication as well as specific design solutions. The discussed issues and system solutions are analyzed based on two ultrasound medical devices, namely:

- uScan - high frequency ultrasonograph with coded transmission (Lewandowski \& Nowicki, 2008),
- digiTDS - transcranial Doppler system (Lewandowski et al., 2009).

Both devices have been designed and built by the author and co-workers at the Institute of Fundamental Technological Research, Polish Academy of Sciences. They have been designed for commercial purposes, in conformity with medical standards and economic limitations.
The analysis of the presented solution comprises:

- description of the presented systems architecture and of the processing algorithm implementation,
- decisions concerning the design and hardware-software partitioning.


## 2. Digital signal processing of the ultrasound echoes

Diagnostic medical ultrasound devices utilize ultrasound waves at the frequency of $1-15 \mathrm{MHz}$. The transmitted ultrasound wave, mainly in the form of a train of short pulses, propagates in the tissue where the structures are reflected and returned to the head as echoes. The signal of echoes is initially amplified and filtered in an analogue chain and next, digitally processed using ADC (Analog-Digital Converter) with 8-14 bit of resolution (Thomenius, 2006). The received high frequency signal (called RF - radio frequency) of the echoes is amplitude- and phase modulated carrier frequency signal. The signal is demodulated in the device to obtain baseband frequency. The demodulated echo signal is further processed, depending on the application (Ali et al., 2008).


Fig. 1. Simplified block diagram of an ultrasound diagnostic device
The chain of ultrasound signal processing (Fig. 1) is much the same as the chain used in digital telecommunication. Therefore, in both cases, similar system solutions and processing methods are applied. For adaptation to quickly changing processing algorithms used in telecommunication, the Software-Defined Radio (SDR) was developed, in which RF signals are processed using software (Reed, 2002).
The generic architecture of SDR systems composed of GPP (General Purpose Processor), DSP (Digital Signal Processor), FPGA (Field Programmable Gate Array) and high frequency front-end blocks was proposed by (Bassam et al., 2009). According to the authors, universal systems of RF signal processing can be implemented based on this architecture.
The most popular example of an SDR platform is the GNU Radio project, and the compatible Universal Software Radio Peripheral (USRP) module, designed by a group of enthusiasts, later used in multiple designs and studies. The USRP module consists of a set of broadband ADC and DAC connected to the FPGA, which in turn communicates with the PC via USB interface. The board is prepared to host analogue transmitter and receiver modules, which tailor the solution to specific applications. The FPGA is responsible for signal modulation and demodulation and stream data to and from PC. The developed digital signal processing in $C$ language with interface to Python script language enables quick and easy prototyping of radio signal processing algorithms. With its universal design and availability of a relatively cheap hardware module, the system is quite popular. The project website (http://gnuradio.org) contains information on the application of the project, as well as protocols and telecommunication standards including WiFi, RFID, DVB, DAB, GSM and DECT.
The newer and more advanced version of SDR platform named SORA was developed by Microsoft ${ }_{\circledR}$ Research. It has a significantly larger FPGA (Xilinx Virtex 5) chip and a faster

PCI-e x8 interface. Moreover, a software stack for multicore processors containing drivers and processing libraries, optimized for efficiency and latency minimization was developed (Tan et al., 2009). The authors also presented a demonstrative implementation of SoftWiFi supporting the $802.11 \mathrm{a} / \mathrm{b} / \mathrm{g}$ communication protocol.
The reader will probably notice a very high similarity between the USRP solution and coder-digitizer module of the uScan system described later in the paper. It definitely indicates a similarity between the system solutions and the architecture of SDR and ultrasound devices. Interestingly, the author has not found any report on using SDR solutions for ultrasound RF signal processing.

## 3. Digital signal processing systems

Nowadays, there is a vast number and diversity of digital signal processing systems and methods. Therefore, it is extremely difficult to select an optimal system solution for signal processing of suitable processing power, data throughput and power consumption at a reasonable price. If we limit our choice to the solutions commonly applied in ultrasonography, these will include:

- hardware processing - programmable logic systems (FPGA) and ASIC (Application Specific Integrated Circuits),
- software processing - general purpose processors (GPP), digital signal processors (DSP) and graphic processors (GPU).
Recently there is a tendency to increase software processing because of the development of processor systems and significantly easier implementation process and algorithm debugging as compared to hardware implementations. This tendency has resulted in the development of ultrasound medical devices, requiring a more efficient digital processing and working in a real time regime.
The main advantage of software solutions is easy code modification and simpler testing and debugging methods. Implementations in high level languages (e.g. C language) can be easily simulated and verified on different platforms before being implemented on the target platform. Nowadays, the majority of DSP are programmed in C language and have more advanced tools for development. Thanks to their computing power, easy high-level code development, DSP are the core of processing chain in modern devices. There is an alternative trend in software processing, namely general purpose processors (GPP). Modern PC processors have high computing power and special parallel executive units for multimedia processing. These units are in fact separate vector processors, optimized for digital signal processing. Adequate use of parallel processing and multimedia units can replace several DSP working at the same time. As PCs are frequently part of these devices and are used both as controller and user interface, the implementation of processing algorithms using PC seems natural. Real time application of operational systems, such as Microsoft $®$ Windows is problematic as these are not real time systems and therefore they do not guarantee adequate time precision and the required operations being performed in the required time period.
Recently, graphic processor units (GPU) are used for signal processing; they are traditionally used for 3D graphics rendering in PCs. The quick development of computer graphics resulted in the development of graphic processors with new capabilities. From specialized 3D processors, GPU have been developed into versatile programmable vector processors. Thanks to its massive parallel internal architecture and advanced memory
interfaces, the floating point processing power of GPUs can be even 100 times higher than the power of the fastest PC processors. The new tools for graphic processor programming allow to utilize new computing power, not only for graphic purposes, but also in other, more general applications (Owens et al., 2005).
Hardware implementation of digital signal processing is presently dominated by programmable logic systems (FPGA). Thanks to the availability of cheap FPGA versions, they are used not only in small scale production, but also in products released onto the consumer market. The possibility of reprogramming within the system (also during operation), a very wide range of system density (from thousands to millions of gates) and increasingly advanced design tools (McDonald, 2009) contribute to the growing popularity of FPGA systems. Hardware methods offer the highest potential processing speed (Sirowy \& Forin, 2008), however the implementation costs are also high, probably the highest. Therefore, hardware and software methods are frequently applied as complementary methods to achieve the required efficiency and versatility at minimal costs.
The discussion presented above indicates that digital processing algorithms can be implemented in different ways, based on different solutions. The optimal use of various computational tools and system architecture providing development opportunities is a complex problem from the point of view of science and engineering.


## 4. Ultrasound devices - state of the art

The combined architecture of hardware-software processing devices is currently the main feature of various digital signal processing devices, requiring high processing speed and characterized by a high bandwidth of input data stream. The combined architecture incorporates hardware systems (FPGA/ASIC), responsible for initial processing and aggregation and/or distribution and further software processing systems (DSP, GPP, GPU processors). We can see a clear tendency to extend the scope of software processing and minimize hardware solutions. The popularity of software solutions results not only from easier implementation, testing and debugging, but also from the possibility of adaptation of these devices to quickly changing market requirements and new algorithms.
On the other hand, the state of the art FPGA systems should be now more frequently treated as programmable SOC (System on Chip) systems rather than simple gate arrays. The availability of new tools for algorithm implementation in FPGA (e.g. Xilinx ${ }^{\circledR}$ AccelDSP, Altera® DSP Builder) significantly facilitates the design and transfer of complex computational algorithms without the need to encode them in hardware description languages. The available IP (Intellectual Property) processor blocks (e.g. Xilinx® Microblaze, Altera® NIOS, Actel® Cortex-M) enable the creation of single- and multiprocessor systems directly in FPGA structures. The processor blocks support the implementation of extended instruction sets using hardware solutions built from the surrounding logic (the so called instruction accelerators). Alter® ${ }^{\circledR} 2 \mathrm{H}$ tool is an example of such solution that compiles selected code fragments in C language directly for hardware implementation, warranting $15-73$-fold speedup for selected functions (Altera, 2006). Integrated systems based on the reprogrammable FPGA were described by (Garcia et al., 2006).
The model example of combined ultrasound system architecture is a Doppler device developed by (Ricci et al., 2008). The construction of this system is much the same as that of digiTDS system presented below. The module designed by Ricci et al. is composed of FPGA (Altera® Stratix) executing hardware processing functions, and DSP (Texas Instruments®

TMS320C67). The module communicates with a PC and is responsible for the control and display functions through the USB interface. The FPGA has implemented a quadrature demodulator, a set of digital filters and a decimator. The initially demodulated and decimated data stream is transferred to the DSP, executing standard Doppler algorithms. Although the reported system is not a commercial solution, its construction is similar to that of the devices offered on the market.
Another device, an ultrasonograph platform ULA-OP, was designed by the same group (Tortoli et al., 2009). Although it is a 64 -channel system, it is based on the same general concept. The basic difference is that this system utilizes multiple FPGA chips connected to multichannel ADC and a central hub FPGA, responsible for data aggregation (in total: 5 FPGA Altera® Stratix systems, each having its own 512 MB of DDR memory). The efficient DSP (Texas Instruments® TMS320C6455) is responsible for software processing. The system is connected to PC via USB port and the PC controls the system and displays the results. As we can see, although it has many channels, the general scheme of device design does not differ from that of a dual channel Doppler system.
The next system described in literature is a hand-held 32-channel ultrasonograph, developed by (Lee et al., 2009). Its architecture resembles the ULA-OP system. The main differences are that the ultrasonograph uses a single large FPGA (Xilinx® Virtex 4) and an additional application processor (Intel® XScale PXA270), executing the user interface and display on the integrated LCD panel. The system is completely independent (does not require connection to PC ) and optimized for the size and power consumption. The distribution of processing tasks between the hardware and software is in conformity with previous solutions.
1024-channel SARUS (Jensen et al., 2007) system is a unique ultrasound research platform. Unlike the previously described solutions, the system is mainly based on the on-line hardware and off-line software processing. It consists of 64 identical DAUP (Digital Acquisition and Ultrasound Processing) boards, each operating 16 transmitting-receiving channels and an external computer cluster with a disk array. Each of the DAUP boards contains 4 FPGA (Xilinx® Virtex XC4VFX100) with a dedicated 1-4 GB DDR2 memory and one control FPGA (Xilinx ${ }^{\circledR}$ Virtex XC4VFX12). Technical solutions and the potential of SARUS system are overwhelming, however, this is only a research system and its architecture does not allow it to be directly adapted to commercial systems.
The hardware only processing chain for ultrasound system was presented by (Chang et al., 2009). A single-channel acquisition and processing system consists of ADC (Analogue Devices ${ }^{\circledR}$ AD9430) connected to FPGA (Altera® Stratix EP1S60F1020C6), executing the entire processing. Due to the planned application of the above system in studies on mice whose heart rate reaches 13 beats per second, the authors made an attempt to perform imaging with the speed of 400 images per second. The application of simplified and optimized processing algorithms (including envelope detector) allowed to obtain the designed processing speed. The reconstructed images were next transmitted to PC via PCI interface and displayed using a graphics card with the implemented scan-converter. The presented solution indicates how high processing speed can be obtained in systems using hardware processing.
A completely different solution is a C-scan imaging system presented by (Fuller et al., 2009). It has a custom built ultrasonic array transducer, composed of 3600 elements with an integrated transmission-reception electronics. The echoes received from selected depth are then transmitted to a DSP (Analog Devices® Blackfin BF561) which executes the entire
digital signal processing and display on the built-in LCD monitor screen. The obtained display speed of 43 images per second for the C-scan indicates that in some applications, pure software processing is sufficient to obtain a practical outcome.
Interestingly, ready-to-use solutions for commercial ultrasound scanners are offered by Texas Instruments® company, the leading manufacturer of DSP. Texas Instruments® has developed an optimized function library for applications in ultrasonography using the offered TMS320C64 series DSPs (Thomas, 2010). Moreover, (Pailoor \& Pradhan, 2008) present specific architectures and solutions for portable medical ultrasonography systems. These are systems with combined hardware-software processing. As in the previous presented systems, the first processing stage (beamforming and demodulation) is executed by hardware, while the subsequent stages are executed by DSP. The TI offers a complete development environment and integrated circuits portfolio to build almost the complete systems (TI doesn't offer FPGA).
The final solution presented in this paper is a cheap ultrasonograph with a single processing channel in the form of an integrated head connected to PC via USB port (Richard et al., 2008). The entire simplified electronics is integrated on a miniature board, placed directly in the ultrasound head. The RF echo signal undergoes analogue demodulation and it is digitally processed and transmitted to PC via USB interface. An analogue demodulation of RF signals is no longer used in the devices; in the presented case its application results from construction simplification. Due to low power consumption, the head is supplied directly from PC via USB. The whole processing and visualization were implemented as software for PC. The quality of an ultrasound image fails to meet contemporary standards, however, on the other hand, its price is unmatched. The concept of system solution, minimization of electronics and total PC processing is similar to that of the uScan described further in the paper.

## 5. Case study

Both systems are based on a mixed model of hardware-software signal processing. The systems of RF echo signal acquisition are based on a fast A/D converter and FPGA, being an interface to the further part of the system. The application of FPGA at the beginning of the digital chains is now a standard solution. Apart from signal acquisition, the FPGA most often executes hardware processing of a digital signal, whose goal is to reduce the data stream for further processing. Next, the processing is executed by DSP, GPP, GPU or combinations of these processors.

### 5.1 High frequency ultrasound scanner - uScan

High frequency ultrasonography is an imaging method using ultrasound waves of more than 20 MHz frequency. Due to the obtained high resolution and low penetration depth of imaging, this method is applied in dermatology, ophthalmology, cosmetology and for examining small animals.
$u$ Scan system is a high frequency ultrasound scanner ( $20-40 \mathrm{MHz}$ ) with the implemented coded transmission/excitation function. The coded transmission method involves transmission of long series of impulses and subsequent time compression of the received echoes to restore resolution. With the long bursts, it is possible to obtain a better signal-tonoise ratio, and the resulting image contrast improvement. Unfortunately, the echo time
compression algorithm, which is in fact, matched filter to the transmitted signal, requires a very high computing power.
The device is based on the concept of absolute minimization of electronics and computation based solely on CPU and GPU. The electronic module of coder-digitizer (Fig. 2) executing all the transmission and reception functions is $90 \mathrm{~mm} \times 90 \mathrm{~mm}$ in size and is based on a single low-cost FPGA chip (Xilin ${ }^{\circledR}{ }^{\circledR}$ Spartan 3 XC3S200). The transmission involves the use of an arbitrary waveform generator with a 14 -bit DAC (Analogue Devices ${ }^{\circledR}$ AD9744) operating at 200 MSPS speed. The acquisition is performed using a 12-bit DAC (Maxim® MAX1214) also working at a speed of 200 MSPS. The digital RF echo signal is transmitted to PC via USB 2.0 interface (Cypress Semiconductor® CY7C68013A). The processing software executes the function of time compression on a CPU processor. The sector geometry conversion function (scan-converter) required to obtain a correct display of an image generated by the sector head is executed by a graphics processor.


Fig. 2. Block diagram of the coder-digitizer module (left), and the board photo of size $90 \mathrm{~mm} \times 90 \mathrm{~mm}$ (right)
The module was designed for stream data transmission; therefore it contains only a buffer in FPGA for a single RF signal line. The line data have to leave the buffer before the next acquisition, i.e. they have to be sent to the USB controller system. The USB system contains 4 buffers 512 bytes each, which are used for communication in the ping-pong mode. A typical length of a RF line is 2048 samples, which gives 4096 bytes of data (two bytes per sample). On an ACER TravelMate 4650 notebook (Intel® Pentium M processor with a clock 1.7 GHz , 512 MB of RAM), the USB transmission throughput obtained in the test mode was close to $40 \mathrm{MB} / \mathrm{s}$. However, in real conditions, when signal line acquisition was released periodically by ultrasound head movements, buffer overflow errors were observed. This indicates minor transmission interruption, i.e. changes in instantaneous data reception speed by PC. It was concluded that the "interruptions" occurred at system driver level. Microsoft ${ }^{\circledR}$ Windows does not guarantee the time limit of event and interruptions handling from the input/output devices. The overflow errors result in image loss and entail the necessity of subsequent image acquisition synchronization with the extreme position of the head movement. As the coder-digitizer module featured no larger data buffer, it was necessary to limit the head movement speed (and thus image display) to 10 images per
second, which is still a sufficient speed for still structure imaging. An alternative solution would be to number the transmitted lines and an additional image filling algorithm with the obtained complete lines. Incomplete or deleted lines of the image would be filled by the fragments of previous lines or by interline interpolation.
The digital RF signal processing functions were implemented as a whole in the software domain and distributed between the CPU of the PC and graphic card processor depending on their specificity (Fig. 3). The code compression and detection algorithm is executed on CPU, while the scan-converter and additional post-processing functions are executed on GPU. Such architecture enables execution of more demanding processing systems without the need to employ specialized and expensive multiprocessor systems.


Fig. 3. Data flow of the software RF digital signal processing


Fig. 4. Photo of the complete $u$ Scan system
Software efficiency tests for processing and visualization were performed on $A C E R$ TravelMate 4650 notebook in configuration: Intel® Pentium M processor with 1.7 GHz clock, 2 MB second level cache, 512 MB RAM, graphic processor Nvidia GeForce Go 6600 with

64 MB of video memory. For an ultrasound head scanning with the speed of 7 images/s, the CPU load was $37 \%$. When extrapolating the processing time, the system was found to be able to run at the speed up to 25 images/s in this configuration.
The obtained solution meets the presented requirements for processing speed and image display in a real time regime (up to 10 frames per second). The applied balanced architecture of digital processing with task distribution between CPU and GPU ensures very high processing efficiency with simultaneous limitation of electronic systems and hardware processing. The limitation of this system is the speed of data transfer via USB interface, as the computing power would allow for significantly faster display. The quick development and increase of CPU/GPU system efficiency ensures the possibility of increasingly complex processing algorithms without the need of hardware replacement.

### 5.2 Transcranial Doppler System - digiTDS

The pulse wave Doppler method is applied as a standard for intracranial diagnosing allowing to measure the flow at selected depth. The state of the art diagnostic solutions are mainly focused on complex assessment and monitoring of cerebrovascular flow in different pathological conditions, especially those potentially affecting normal function of the central nervous system.
The digiTDS device is a multigate transcranial Doppler system. This system is composed of two electronic modules of $130 \mathrm{~mm} \times 82 \mathrm{~mm}$ dimensions (Fig. 5), responsible for high frequency signal transmission, acquisition and demodulation, and the PC responsible for Doppler signal processing after demodulation and data presentation. Fig. 6 presents the


Fig. 5. Photos of the digiTDS's electronic modules: digital module (left), mixed-signal module (right)


Fig. 6. Simplified block diagram of the digiTDS system
system block scheme. On an analogue-digital module board, there are two independent transmission-reception channels (the device supports two heads operation, the so called bilateral operation). A 10-bit DAC (Texas Instruments® DAC5652A) operating at a speed of 64 MSPS is used to generate the transmitted signal. The reception track contains amplifiers with the function of time gain compensation (Analogue Devices® AD8331) and a dual 14-bit ADC (Analogue Devices® AD9640) with sampling frequency of 64 MHz . The digital signals from/to converters are connected to FPGA on the digital module board via intermodule connector. The digital module consists of FPGA (Altera® Cyclone 3 EP3C25), DSP (Analog Devices® Blackfin BF537) as well as USB device controller (PLX® NET2272) and an Ethernet interface.
Unlike the uScan, digiTDS may run independently of PC, thanks to its own control resources - DSP processor. The system communicates with PC via USB 2.0 interface. The digital processing chain consists of hardware processing in the FPGA and software processing using DSP and PC's CPU. The application of hardware resources during early processing stage allowed to significantly decrease the required data throughput and computing load of PC. It also allowed to use a low-power single-board PC with Intel® ATOM processor and to extend the operating time on batteries. The distribution and implementation of processing tasks were performed on a constructed device prototype. Especially moving the realization of filtration in multiple gates from the software to FPGA enabled significant processor time saving.
Fig. 7 presents the Doppler digital signal processing track on digiTDS device with task distribution between the FPGA system and software.


Fig. 7. Doppler digital signal processing chain


Fig. 8. Block diagram of the digital quadrature demodulator with CIC filter implemented in the FPGA

The received RF echo signal, after the amplification and digital conversion, is sent to the quadrature demodulator (DDC - Digital Down Converter) and CIC (Cascaded Integrator Comb) filter, implemented in the FPGA (Fig. 8). The demodulator is composed of two multipliers, memory containing reference signal samples with the frequency of $1-16 \mathrm{MHz}$ and two low-pass filters. The samples of high frequency echo signal are mixed with 14-bit
samples of reference sine and cosine signals. As a result, two signals are formed, namely inphase (I) and quadrature $(\mathrm{Q})$ signals, which are next subjected to low-pass filtration and decimation so that only baseband frequency components were retained in the signal. The low pass filters and the decimator were implemented in the FPGA as a CIC filter (Harris, 2004). The $4^{4 \text { th }}$ order CIC filter enables regulation of the Doppler gate size and the degree of filtration and decimation.
The subsequent processing component of the FPGA system is a set of constant echo filters. In a multigate system, the signal in each gate has to be filtered in order to eliminate slow changing signals from still or slowly moving structures. In the FPGA, 200 parallel FIR filters are implemented, each with the length of 64 coefficients; they provide filtration in real time in 100 Doppler gates (independently I \& Q signals are filtered in each gate). The cumulative utilization of logical resources of the applied FPGA (Altera® EP3C25) amounted to 5\% of logic cells, $39 \%$ of internal block RAM and $3 \%$ of dedicated 18 -bit multipliers. Time closure was obtained for the frequency of 64 MHz , and thus the processing speed matched the speed of input data stream (RF signal sampling). It is of note that the software execution of such a task on Intel® ATOM processor would be impractical.
The processed signal is next sent to PC where it is processed specifically for a given application. Recently, standard Doppler processing methods have been implemented, namely Color and Spectrum. Digital signal processing software algorithms have been implemented using Intel® IPP libraries (Taylor, 2004), which use SSE (Streaming SIMD Extensions) vector extensions of x86 family processors. SSE extensions enable execution of floating point operations on multiple data at the same time, which ensures a very high efficiency of multimedia applications (Martinez-Nieto et al., 2009).


Fig. 9. PC software stack of the digiTDS system
The control and user software (Fig. 9) was implemented in Microsoft® Windows Embedded Standard 2009 environment, based on NET 3.5 framework. For communication with the digital module via USB interface, Microsoft ${ }^{\circledR}$ WinUSB drivers were applied. User interface was created based on on .NET WPF (Windows Presentation Foundation). Obtaining short delay of Doppler signal transmission, processing and visualization required optimal data buffering, processing optimization and multithreaded implementation.


Fig. 10. Photo of the complete digiTDS system

## 6. Conclusions

The paper presents technical issues pertaining to the architecture of digital signal processing and task distribution between software and hardware in ultrasound diagnostic devices. The solutions reported in literature were reviewed and the similarities between the presented solutions and SDR systems used in digital telecommunication were discussed.
The two presented examples of combined hardware-software processing architecture in the ultrasound devices represent current state of the art.
The experience gained during designing and implementation of digital processing algorithms on these platforms show their unquestionable advantages, namely:

- possibility of algorithm migration between hardware and software solutions,
- possibility of equalization of load distribution in all system elements and data transfer between sub-systems,
- possibility of optimization of the selected system parameter (time delay, data transfer, power consumption, etc.) by changing the method/place of processing execution.
It is also of note that the problems can be encountered during system development requiring advanced real time processing, namely:
- difficulty in defining the required efficiency and throughput of each system component at the design stage,
- problems with operating the system in real time with minimal time delay of result presentation (image, audio),
- time synchronization of hardware and software subsystems (particularly those controlled by not real-time operating system),
- complicated verification \& validation of the whole system, as required for medical device.
The future development of ultrasound medical systems will be interrelated with the development of electronics and digital signal processing systems. The present trend of extending the scope of software processing will be probably continued with the next generation of multicore GPP, DSP and GPU. Rapid development of portable devices can be expected, due to the availability of increasingly fast, integrated and low-power System on Chip integrated circuits.
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## 1. Introduction

The development of ultrasonic volumetric imaging is closely linked to the development of systems that are able to operate bidimensional array transducers. These arrays are useful for ultrasonic volumetric imaging, because they produce steered and focused beams throughout a volume of interest. Typical 2-D arrays are based on a Squared Matrix (SM) configuration, where the array elements are the matrix cells. Their performance is determined by their width in terms of wavelenght. Resolution and the dynamic range are determined by wavelenght/aperture diameter ratio and number of elements and the wavelenght/ interelement distance ratio respectively (Smith et al. (1991)).
In SM apertures, since element distribution is uniform, the composition of the secondary lobes is determined by interelement distance. All elements contribute to its formation. These lobes are known as grating lobes and produce image artifacts that can reduce the signal-to-noise ratio. Nowadays avoiding image artifacts is key to array design. For matrix and linear arrays the composition of these lobes can only be avoided by limiting the interelement distance to $\lambda / 2$. In practice, it means that for $1^{\circ}$ of lateral resolution a $60 \lambda$ diameter aperture with 14400 elements is needed. Then, several problems can be identified:

- Thousands of electronic channels are needed, which increases the cost and complexity of the imaging system.
- Thousands of elements are needed, which increases the complexity of the transducer manufacture.
- The small size of the elements is associated to low signal-to-noise ratios.
- Considerable difficulties in making the electrical connections.

These problems pose a technological challenge which is the basis for the main research lines in array design. To meet these challenges and reduce the cost and complexity of 3-D systems, the main design strategy is to break the periodicity in the aperture, using different thinning strategies to reduce the number of active elements and maintaining good field characteristics at the same time(Smith et al. (1991); Schwartz \& Steinberg (1998)).

Traditionally, the design strategy for matrix distribution has been based on undersampling the 2-D array by connecting only some of the available elements (Hendricks (1991)). Array designers then try to select those elements that produce the most appropriate beam pattern or image for a given set of constraints (Smith et al. (1991); Hendricks (1991); Schwartz \& Steinberg (1998); Lockwood \& Foster (1996)). Most thinning solutions are based on random distribution but over the last decades some solutions that use the multiplicative nature of the pulse-echo process have been presented (Schwartz \& Steinberg (1998); Lockwood \& Foster (1996); Austeng \& Holm (2002); Nikolov \& Jensen (2000)). It has been proposed that an imaging system can be composed by two different apertures in emission and reception, where the grating lobes in emission and the grating lobes in reception appear at different positions and thus they are partly suppressed in the two-way response. However, these solutions are mainly aimed at reducing the number of elements; elements are still very small. For such solutions the SNR can become too low and in general the image contrast achieved is only limited.
Alternatively apertures with curvilinear deployment have been proposed (Schwartz \& Steinberg (1998); Mendelsohn \& Wiener-Avnear (2002); Ullate et al. (2006); Bavaro et al. (2008); Sumanaweera et al (1999)). Unlike matrix distributions, curvilinear apertures have no privileged direction. Therefore only some and not all elements generate grating lobes and thus curvilinear apertures outperform rectilinear designs. Furthermore, curvilinear arrays can be designed so that grating lobes are distributed in wide areas, significantly reducing their impact. Therefore, layouts with inter-element distance beyond $\lambda / 2$ can be considered. In this sense, in curvilinear arrays the number of elements is reduced while element size can be increased which improves the signal-to-noise ratio associated with element impedance and the array active area (Ullate et al. (2006); Martínez-Graullera et al (2010)).
In this paper, two curvilinear designs are analysed. On the one hand, array designs based on the Fermat Spiral (FS), an alternative that provides both curvilinear deployment and reduction in the number of elements. On the other hand, Segmented Annular Apertures or Circular Apertures (CA) which is a curvilinear array composed of a set of concentric rings that are divided into sectors. Grating lobes are not eliminated, but they are spread over a large region generating a pedestal sidelobe. It is shown that the formation of grating lobes can be modelled with a reduced number of parameters. The design parameters of both apertures are studied, and specific thinning strategies are presented.
Some issues have been considered for greater focus on specific problems:

1. Taking into account the technology nowadays available, the number of elements in the aperture is limited to 128.
2. The configuration considered is composed by different apertures in emission and reception.
3. The apertures have a diameter of $60 \lambda$, providing a lateral resolution of $1^{0}$.
4. The minimum inter-element distance is $\lambda$ so that element area can be increased up to that size.

## 2. Analysis tools

Three different mathematical models are used for analysis and design strategies.

- Narrowband analysis. It models the response at a given frequency, producing the worst case of interference. Therefore, it can be used as a reference for performance asessment.

This model allows to identify which elements determine the formation of grating lobes. The knowledge adquired from this analysis can be used to develop a desing strategy. From the computational point of view, it is the fastest simulation model, adequate for intensive computation operations.

- Wideband analysis. It is based on point elements and the spatial impulse response computational model. Its computational cost is higher than that of the narrowband, but it provides a good estimate of aperture behaviour without interference from elements response. A design strategy, based on the parameters identified in the narrowband analysis, can be developed using optimization algorithms.
- Wideband acoustic field modelling. The model presented here is based on the spatial impulse response and the Piwackovski solution (Piwakowsky \& Sbai (1999)). It is used to validate the best solution obtained .
Each model can be used at different design stages. It is a three-part process: learning (Narrowband and Wideband analysys), searching (Wideband analysys), and evaluating (Wideband acoustic field modelling). All three stages compose the general procedure for array design.


### 2.1 Narrowband analysis tool

The first stage of the design process (Learning), in which an array model of punctual elements, narrowband excitation and far field approximation are used, is based on the Array Factor response (AF). The Array Factor is a very fast computational model that explains or shows how the difraction pattern is developed for different aperture parameters. In this way, it helps us identify which are the key parameters and design the most appropriated strategy to improve the array performance.

$$
\begin{equation*}
|A F(\theta, \phi)|=\left|\sum_{i=1}^{N_{e}} \exp ^{-j k\left(\left(x_{i} \cos \phi+y_{i} \sin \phi\right) \sin \theta-\tilde{\zeta}_{i}\left(\theta_{0}, \phi_{o}\right)\right)}\right| \tag{1}
\end{equation*}
$$

Where $\left(x_{i}, y_{i}\right)$ are the cartesian coordinates of the $i^{\text {th }}$ element and $\xi_{i}\left(\theta_{0}, \phi_{0}\right)$ is the corresponding phase delay value to focus on $\left(\theta_{0}, \alpha_{0}\right)$.

$$
\begin{equation*}
\xi_{i}\left(\theta_{0}, \phi_{0}\right)=\left(x_{i} \cos \phi_{0}+y_{i} \sin \phi_{0}\right) \sin \theta_{0} \tag{2}
\end{equation*}
$$

The Array Factor response in pulse-echo can be evaluated using:

$$
\begin{equation*}
\left|A F_{e r}(\theta, \phi)\right|=\left|A F_{e}(\theta, \phi) A F_{r}(\theta, \phi)\right| \tag{3}
\end{equation*}
$$

Where $A F_{e}(\theta, \phi)$ and $A F_{r}(\theta, \phi)$ are respectively the array factor on emission and reception of aperture, which are computed by equation 1 .

### 2.2 Wideband analysis tool

A wideband model is based on the spatial impulse response. Punctual elements are used. Echo-pulse response can be modelled by Nikolov \& Jensen (2000):

$$
\begin{equation*}
s(\vec{x}, t)=\frac{1}{c^{2}} \frac{\partial^{2} v(t)}{\partial t^{2}} *\left\{h_{T}(\vec{x}, t) * h_{R}(\vec{x}, t)\right\} \tag{4}
\end{equation*}
$$

Where $h_{T}(\vec{x}, t)$ and $h_{R}(\vec{x}, t)$ are the emitting and the receiving spatial impulse response of the array, and $v(t)$ is the excitation signal. To reduce the computational cost and suppress the
element diffraction response, each one is reduced to a pointwise located at the center of the element. Then, the spatial impulse response of the array is computed as:

$$
\begin{equation*}
h(\vec{x}, t)=\sum_{i=1}^{N_{e}} \frac{\delta\left(t-\frac{r_{i}}{c}-T_{i}\right)}{2 \pi r_{i}} \tag{5}
\end{equation*}
$$

Where $r_{i}$ is the distance from the center of the $i^{\text {th }}$ element to the field point $\vec{x}$, and $T_{i}$ is the corresponding focussing delay. Then, using equation 5 to model emission and reception arrays in equation 4 , the presure wave obtained is mainly determined by excitation pulse and element distribution in the aperture.
The Point Spread Function (PSF) in wide-band in a $\vec{x}$ position can be calculated by the maximum value of the modulus of $s(\vec{x}, t)$. The PSF is evaluated in a hemisphere as follows:

$$
\begin{equation*}
\operatorname{PSF}(\theta, \phi)=\max _{t}\left(\left|s\left(\left(R=\frac{D^{2}}{(4 \lambda)}, \theta, \phi\right), t\right)\right|\right) \tag{6}
\end{equation*}
$$

Futhermore, the equation 4 is used to obtain the general expression of the acoustic pressure generated by an array working in emission-reception. Where $h_{E}$ and $h_{R}$ are, respectively, the impulse responses in emission and reception of the array obtained by the sum of the spatial impulse response of each element:

$$
\begin{align*}
& h_{E}(\vec{x}, t)=\sum_{i=1}^{N_{e}} a_{i}^{E} h_{i}\left(\vec{x}, t-T_{i}^{E}\right)  \tag{7}\\
& h_{R}(\vec{x}, t)=\sum_{i=1}^{N_{e}} a_{i}^{R} h_{i}\left(\vec{x}, t-T_{i}^{R}\right) \tag{8}
\end{align*}
$$

Where $T_{i}^{E}$ and $T_{i}^{R}$ are, respectively, the focusing delays in emission and reception, $a_{i}$ is its gain, and $h_{i}$ is the impulse response of the $i^{\text {th }}$ array element computed by the Rayleigh integral.

$$
\begin{equation*}
h_{i}(\vec{x}, t)=\iint_{A_{i}} \frac{\delta\left(t-\frac{r_{i}}{c}-T_{i}\right)}{2 \pi r_{i}} \delta s \tag{9}
\end{equation*}
$$

Where $A_{i}$ is the area of the emitting/receiving transducer. The Piwakowsky method was used to calculate this equation. This method makes a direct computation of the Rayleigh integral by means of transducer surface discretization into squared cells of elemental area $\Delta S$, and time sampling with intervals of $\Delta t$. Hence, the contribution of every element to the array impulse response at a given instant $t_{S}$ is obtained by adding the contributions of the cells contained between two concentric spherical waves, which are separated by the discretization interval $c \Delta t$ (Piwakowsky \& Sbai (1999)). Thus, the contribution of the $i^{\text {th }}$ array element at the instant $t=t_{s}$ is given by:

$$
\begin{gather*}
h_{i}\left(t=t_{S}\right)=\frac{1}{\Delta t} \sum_{j} b_{j}, t_{S}-\frac{\Delta t}{2} \leq t_{j} \leq t_{S}+\frac{\Delta t}{2}  \tag{10}\\
b_{j}=\frac{a_{i} \Delta S}{2 \pi\left(R_{j}-T_{i}\right)} \quad \text { and } \quad R_{j}=c t_{j} \tag{11}
\end{gather*}
$$

Where $T_{i}$ denotes the focusing delay in emission or reception and $R_{j}$ is the distance from each cell to the field point $P(\vec{x})$.


Fig. 1. Coordinate system used to compute de array beampattern. The array is located in the XY plane $(\theta=0)$ and the field is computed in a hemisphere, defined for narrowband by $(\theta, \phi)$ and for wideband by $(R, \theta, \phi)$.

### 2.3 Nomenclature

A generalized nomenclature is used for the apetures in the design:

$$
\begin{equation*}
F\left(N_{t}, N_{r}\right) \tag{12}
\end{equation*}
$$

Where F is the main geometry organization in the element distribution. SP stands for spiral configuration, CA for Circular Apertures and M for Matrix configuration. $N_{t}$ and $N_{r}$ are the number of elements in the emision and reception aperture respectively. When the apertures in emission and in reception are the same the notation is $\mathrm{F}\left(\mathrm{N}_{e}\right)$.

### 2.4 Evaluation parameters

In figure 1 the coordinate system used to evaluate the diffraction response in the hemisphere is presented. For simplicity, the hemisphere is presented as a disk by its projection over the XY plane. Several examples can be seen in figure 3.
To evaluate the apertures, the acoustic field (narrowband and wideband) is computed in a far field hemisphere $\left(R=\frac{D^{2}}{(4 \lambda)}, \theta=0^{\circ}: 1^{0}: 90^{\circ}, \phi=0^{\circ}: 1^{0}: 360^{\circ}\right)$, focusing on $\left(R=\frac{D^{2}}{(4 \lambda)}, \theta=\right.$ $0^{\circ}, \phi=0^{\circ}$ ) in emision and reception. Also, lateral profiles in wideband are employed to show the aperture performance. Maximum, mean and minimum sidelobes at each elevation angle $\left(\theta=0^{\circ}: 1: 90^{\circ}\right)$ are shown. See figure 6 for examples.
With this results, a number of parameters was considered to assess apertures in wideband:

- The lateral resolution at two levels of -6 dB and -40 dB , in order to analyse the main lobe sharpness
- The grating lobe maximum level, which is determined by analysing the PSF for $60 \%$ signal bandwidths:
- The mainlobe-to-sidelobe energy ratio (MSR).

This last parameter MSR was proposed in Nikolov \& Jensen (2000) as a measurement of how energy is spread in the field, and can be computed by:

$$
\begin{equation*}
M S R=20 \log \frac{\sum \sum|\operatorname{PSF}(\theta, \phi)|^{2} M L(\theta, \phi)}{\sum \sum|\operatorname{PSF}(\theta, \phi)|^{2}(1-M L(\theta, \phi))} \tag{13}
\end{equation*}
$$

Where $M L(\theta, \phi)$ is a logical function that delimits the main lobe region. Here, due to the nature of the results, we considered that the main lobe is defined by those points having pressure amplitude higher than -40dB:

$$
\begin{equation*}
M L(\theta, \phi)=\left(20 \log \frac{\operatorname{PSF}(\theta, \phi)}{\operatorname{PSF}(0,0)}>-40 d B\right) \tag{14}
\end{equation*}
$$

## 3. Arrays desing based on fermat spiral

In the search of a pattern for element distribution with reduced periodicity, we also worked on the Fermat Spiral. Although previous studies looked into the spiral layout (Sumanaweera et al (1999)), the Fermat spiral has not been studied yet. Fermat spiral is defined by the divergence angle $\alpha$ that determines the angular distance between two consecutive elements. The radial position of each element is determined by the square root of its angular position.

$$
\begin{equation*}
x_{n}=\left(R_{n}, \alpha_{i}\right)=\left(R_{0} \sqrt{n \alpha}, n \alpha\right), n=0, \ldots\left(N_{e}-1\right) \tag{15}
\end{equation*}
$$

Where the element centre $x_{n}$ is defined by its polar coordinates and $N_{e}$ is the number of elements. $R_{0}$ is a constant value which is needed to obtain a particular aperture size. It is defined as:

$$
\begin{equation*}
R_{0}=\frac{D}{2 \sqrt{\left(N_{e}-1\right) \alpha}} \tag{16}
\end{equation*}
$$

Where D is the aperture diameter.
In Figure 2 different spiral arrangements with $N_{e}=128$ and divergence angles $\left(\alpha=9^{\circ}, 174^{\circ}\right.$, $116^{\circ}, 92^{\circ}$ ) are shown. It can be seen that although only one line is drawn for the divergence angle, each spiral seems to be configured by different number of branches, or inner spirals, which grow from the centre of the array. We named the configurations of Figure 2 as SPx, where x is the number of branches.
Figure 3 shows the Array Factor in the plane $\left(\theta=0^{\circ}: 30^{\circ}, \phi=0^{\circ}: 360^{\circ}\right)$ for $\xi_{\theta_{o}, \phi_{0}}=0$ for the apertures shown. The figure shows how grating lobes are organized in branches, generating different diffraction patterns for each divergence angle.
In our opinion, the Fermat spiral is interesting for array design because of a number of issues.

1. Only the divergence angle and the number of elements are needed to define the layout.
2. It is a biological pattern, which in fact it is used by Phyllotaxis as a reference to model several leaves arrangements (Jean (1983); Ridley (1982)).
3. The outer elements show a more compact distribution than other spiral layouts, like Archimedean, Hyperbolic, Lituus or Logarithmic. This compactness leads to the element shadowing effect described in Schwartz \& Steinberg (1998) and Ullate et al. (2006).


Fig. 2. Aperture distribution with different spiral arrangements. We have classified them in SP1, SP2, SP3 and SP4, according to the formation of branches.
4. Although elements are organised following a determined line, they compose other spiral structures in the layout. This particular arrangement distributes elements contribution to grating lobes, which are extended over wide but well located areas. Its general level is reduced.

### 3.1 Design strategie

In our project, taking into account the limitations described at the begining of the chapter, we propose a global array composed by two spirals of 128 elements, one for emission and another for reception, composing a configuration $\mathrm{SP}(128,128)$. The design strategy is based on the multiplicative nature of the pulse-echo process, and it tries to locate tgrating lobes in emission and grating lobes in reception at different positions. Hence, they are partly suppressed in the two-way response.
This principle can be applied to Fermat layouts where grating lobes are located in well defined positions. Rather than searching different complementary apertures, we use the same aperture for emission and reception and apply a phase displacement $\Delta \alpha$ between them in order to locate emission and reception grating lobes in complementary angular positions. Then the arrays that compose the $\mathrm{SP}(128,128)$ configuration can be determined by the equations:


Fig. 3. Narrowband Array Factor $\theta=0^{\circ}: 30^{\circ}$ for different spiral arragements.

$$
\begin{gather*}
x_{E n}=\left(R_{n}, \alpha_{n}\right)=\left(R_{0} \sqrt{n \alpha}, n \alpha\right), n=0, \ldots 127  \tag{17}\\
x_{R n}=\left(R_{n}, \alpha_{n}\right)=\left(R_{0} \sqrt{n \alpha}, n \alpha+\Delta \alpha\right), n=0, \ldots 127 \tag{18}
\end{gather*}
$$

Where, $x_{E n}$ and $x_{R n}$ are the element centres of the emission and reception apertures.
In narrowband, the highly efficient computational model allows an exhaustive analysis. We analysed 18,000 spiral apertures that were obtained varying the divergence angle. For each viable solution with spiral apertures, the two way array factor response of all possible complementary apertures ( $\Delta \alpha=0^{\circ}: 0.1^{\circ}: 180^{\circ}$ ) was evaluated.
The grating lobe peak values for all apertures are summarised in figure 4 and table 1, where the most representative solutions are shown. Although the results for the case $\Delta \alpha=0^{\circ}$ are in the -15 dB to -25.6 dB range, the combination of two complementary apertures produces a general improvement of the results. The best results are obtained at -31 dB .
Our best outcome in narrowband shows a grating lobe level of -43.6 dB in wideband. In spite of the promising results for narrowband signal, the transferal to wideband (table 1) does not guarantee similar best results.


Fig. 4. Narrowband Grating lobe distribution per divergence angle. Black line represents the echo-pulse response if $\Delta \alpha=0^{0}$; the gray line represents the echo-pulse response of the better case obtained when $\Delta \alpha>0^{0}$.

| $\alpha$ | Narrow-band |  | Wide-band |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \alpha=0^{\text {o }}$ | $\Delta \alpha>0^{\circ}$ | $\Delta \alpha=0^{\circ}$ | $\Delta \alpha>0^{\circ}$ |
| 141.6 | -23.7dB | -31dB | -40.27dB | $-43.61 \mathrm{~dB}$ |
| 75.4 | -25.6dB | -30dB | -37.5dB | -39.9dB |

Table 1. Grating lobe levels for $\operatorname{SP}(128,128)$ apertures with best results in narrowband ( $\Delta \alpha=0^{\circ}$ and $\Delta \alpha>0^{\circ}$ ); and its corresponding grating lobe levels in wideband. Results for Golden angle are also presented.


Fig. 5. Grating lobe levels vs the divergence angle, for wideband response (two ways, $\left.\Delta \alpha=0^{\circ}, \lambda=0.5 \mathrm{~mm}, \mathrm{BW}=60 \%\right)$. Rectangles show the location of the best apertures.

### 3.1.1 Wideband analysys

The computational cost of the wideband model is higher than that of the narrowband model. As a consequence it is difficult to produce an exhaustive study. However, from the analysis of narrowband results a reduction in the number of cases can be obtained.
Our First objective is to find the best solution, then with the aim of obtaining the best apertures, an exhaustive search based on the divergence angle is subsequently carried out. Fortunately, the aperture design conditions reduce the total amount of cases under study. Furthermore, the diameter normalisation $R_{N_{e}}=R_{0}$ generates symmetries in the aperture layout that can be used to reduce the total number of apertures and consequently the set of apertures can be reduced to viable solutions of $\alpha$ in $\left(0^{\circ}: 0.005^{\circ}: 180^{\circ}\right)$.
When $\Delta \alpha=0^{0}$ is evaluated for each aperture, it is possible to obtain a general overview of the grating lobe level distribution and thus reduce the set of possible solutions. Results are shown in Figure 5. The three aperture diameters show similar grating lobes distributions but the widest aperture shows more cases, specially for low values of $\alpha$.

After examining the results, the -42.5 dB value was chosen as a grating lobe threshold to limit the set of apertures to be evaluated in the complementary configuration (figure 5). For $\mathrm{D}=60 \lambda, 42$ cases were identified and they could improve the result obtained in the narrowband analysis.
The set of possible solutions is divided in four groups according to element organisation (figure 5) . Figure 2 shows the most representative cases.

- SP1: Aperture defined by one branch. Range of divergence angles $8.5^{\circ}: 9.5^{\circ}$.
- SP2: Aperture defined by two branches. Range of divergence angles $172.8^{\circ}: 175.5^{\circ}$.
- SP3: Aperture defined by three branches. Range of divergence angles $116.5^{\circ}: 123.5^{\circ}$.
- SP3: Aperture defined by three branches. Range of divergence angles $116.5^{\circ}: 123.5^{\circ}$.
- SP4: Aperture defined by four branches. Range of divergence angles $87.5^{\circ}: 93.5^{\circ}$.


### 3.1.2 Best solution

Table 2 shows the best apertures. A viable solution is given in three regions. The number of cases with a grating lobe peak value lower than $-45.5 \mathrm{~dB}\left(N_{a}\right)$, the lateral resolution, the MSR and the grating lobe for $60 \%$ are also shown. No representative cases were found in SP4 region.

| Region |  | $N_{a}$ | best $\alpha$ | $\Delta \alpha$ | D | GL Level (60\%) <br> $\Delta \alpha>0^{\circ}$$\Delta \alpha=0^{\circ}$ |  | Lat. Res. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -6 dB | -40 dB | MSR |  |  |  |  |  |  |
| -40 dB |  |  |  |  |  |  |  |  |
| SP1 | 7 | $9.3050^{\circ}$ | $66.6^{\circ}$ | $60 \lambda$ | -46.1 dB | -42.5 dB | $1.0^{\circ}$ | $3.2^{\circ}$ |
| SP2 | 18 | $174.525^{\circ}$ | $46.6^{\circ}$ | $60 \lambda$ | -46.4 dB | -42.5 dB | $1.0^{\circ}$ | $3.2^{\circ}$ |
| SP3 | 3 | $116.64^{\circ}$ | $29.82^{\circ}$ | $60 \lambda$ | -45.6 dB | -42.5 dB | $1.0^{\circ}$ | $4.8^{\circ}$ |
|  | 17.8 dB |  |  |  |  |  |  |  |

Table 2. Performance of the best $\mathrm{F}(128,128)$ configurations for each region and diameter. Lateral resolution at -6 dB and -40 dB and grating lobe level. Grating lobe peak levels for pulse bandwidth of $70 \%$ and $80 \%$.

Figure 13 shows the best case $\left(\alpha=174.525^{\circ}\right)$ beampatterns. Lateral profiles show maximum, mean and minimum grating peak lobe level for each elevation angle. Optimised apertures have almost flat profiles with elevation.

## 4. Circular aperture

The Circular aperture, also known as Segmented Annular Aperture, is composed by a set of concentric rings that are divided in several elements. This aperture introduces several design factors that are useful to reduce distribution regularity. For instance, it is possible to use non equal spacing between rings or to use different interelement distance in each ring. Therefore the analysis could be very complex. To reduce the number of variables, this study is focused on what we have called Regular Distribution. This set of apertures is defined by one condition: all elements are the same size and the interelement distance is uniform. With this simple condition two consequences can be formulated:

- The distance between rings is constant.
- The number of elements in each ring is increased with the radius maintaning a similar distance between elements in all rings.
Figure 7 shows an example composed by four rings and the principal design paramenters:
- The radial distance $\left(d_{R}\right)$.

(a) Element distribution: in black emission aperture; in red reception aperture

(b) Beampattern in the semisphere

(c) Lateral profile. Maximum, mean and minimum side lobes in elevation are presented

Fig. 6. Best result for $\mathrm{SP}(28,128)$ is presented, $\alpha=174.525^{\circ}$.

- The angular distance $\left(d_{A}\right)$.
- The phase alignment per ring $\left(\phi_{i}\right)$.
- The aperture size (D).


### 4.1 Grating lobes distribution

It is well known that the factor which determines the generation of grating lobes for any array is the distance between elements. The same applies to annular segmented apertures. In this sense the most relevant distances in the aperture are angular and radial distances.
Two apertures were developed to evaluate how these distances determine the grating lobe formation. The aperture shown in figure 8 (a), was designed to garantee that $d_{A}$ is lower than $\lambda / 2$ and $d_{R}=2 \lambda$. The aperture shown in figure $8(\mathrm{~b})$, was designed to garantee that $d_{R}$ is lower than $\lambda / 2$ and $d_{A}=2 \lambda$.
By manipulating these distances we conclude that two different kinds of grating lobes can be easily distinguished:


Fig. 7. Annular segmented array.

(a) Grating lobes generated by radial distance. Aperture with $d_{A}$ is lower than $\lambda / 2$ and $d_{R}=2 \lambda$.

(b) Grating lobes generated by angular distance. Aperture with $d_{R}$ is lower than $\lambda / 2$ and $d_{A}=$ $2 \lambda$.

Fig. 8. Grating Lobe generation in Circular Apertures and main distances between elements.

- The Radial Lobe $\left(R_{L}\right)$ that has a narrow circular shape and shows continuity for any azimuth direction (figure 8 (a)). Its position is determined by $d_{R}$.
- The Angular Lobes $\left(A_{L}\right)$, beam shaped, are distributed in different elevation positions for each azimuth direction (figure 8 (b)). The nearest lobes are determined by $d_{A}$ distance and the rest are determined by the projection of $d_{A}$ in the linear equivalent array, which depends on the azimuth angle.
Then, the position of this grating lobes can be determined in elevation by the equations:

$$
\begin{align*}
& R_{L}=\arcsin \left(\frac{\lambda}{d_{r}}\right)  \tag{19}\\
& A_{L}=\arcsin \left(\frac{\lambda}{d_{a}}\right) \tag{20}
\end{align*}
$$

Nevertheless, for a given azimuth direction, the lobes amplitude is linked with the number of coincident elements for that direction, which is not always the same. In the equivalent linear array, our first option to reduce the number of coincidences is changing the element Aspect Ratio (AR), which is the ratio between angular distance $d_{A}$ and radial distance $d_{R}$. The objective of this technique is to avoid the grating lobe reinforcement that occurs when both dimensions are equal.
Figure 9 presents the array factor for three different cases, Aspect Ratio: $0.5,1.0$ and 1.5. All the arrays were designed as demonstrators, with $d_{R}=2 \lambda$ and $D=20 \lambda$, and AF was computed to show how grating lobes can be combined.

- For $\mathrm{AR}=0.5$, both lobes are completely uncoupled and it is easy to remark its properties (figure 9(a)). The Radial Lobe has a narrow circular shape; Angular Lobes have a straight shape and are distributed in different azimuth directions.
- For $\mathrm{AR}=1$, both lobes coincide in the same position and there is a reinforcement, specially for those directions with higher angular lobes (figure 9(b)).
- For $\mathrm{AR}=1.5$, due to the fact that Angular Lobes spread their influence over a wide region there is still a coincidence in position with the Radial Lobes, but with lower intensity than in the $A R=1$ case (figure 9(c)).
Aspect Ratio and phases alignment are both design elements. Phases alligment allows to distribute angular grating lobes by generating an interference pattern between them that can be used to decrease its presence. Phase alignment is implemented by shifting elements from one ring to another in order to avoid privileged directions in the aperture. Phases alignment introduces a random factor in the array design. Figure 10 shows the histogram of the maximum grating lobe obtained in pulse-echo wideband response ( $60 \%$ ). One thousand random phase-alignment cases for the same aperture with different aspect ratio were computed. The worst results are obtained for $\mathrm{AR}=0.5$ where the coincidences in grating lobe position are higher. For $A R=1$ grating lobes values vary between -29 dB and -36 dB , and for $A R=1.5$ the results are quite similar ( -30 dB and -37 dB ). In short, the figure shows that small corrections in elements positions can improve results by 5 dB , which should be taken into account in the design process.


Fig. 9. Aperture of $d_{R}=2 \lambda$ and $D=20 \lambda$ and Array Factor Lobe distribution with diferent Aspect Ratio.

### 4.2 Circular array design procedure

Circular apertures provide more freedom degrees to improve our design than spiral apertures. The study of Regular Apertures shows that grating lobe distribution can be controlled if radial and angular distances are properly chosen. Futhermore, elements that control grating lobe


Fig. 10. Distribution of grating Lobe values for 1000 different apertures wideband (60\%). The three aspect ration are considered.
formation can be independently studied, which allows to divide the design process in several stages.

- Flattening emission beampattern, that is to say:
- Dividing the aperture in equispaced radial regions and avoiding angular grating lobes generation. An optimization process is implemented to spot the rings distribution that produces lower grating lobes.
- With the solution obtained, the aperture is composed with 128 elements. Different interelement distances are used in each ring in order to spread angular lobes over different elevation positions and reduce coincidences. After that, an optimization operation to find the most adequate phases alignment is performed.
- A complementary aperture is obtained. Using the previously obtained solution as a basis and as the emission aperture, the reception aperture for the pulse-echo process is composed by finding the new phases alignment that produces better beampattern


### 4.2.1 Reducing radial grating

At first stage the aperture with $60 \lambda$ diameter and 128 elements is configured using an aspect ratio near to one to obtain a uniform distribution of the elements. A 9 ring configuration is obtained. Figure 10(b) shows how this configuration can produce, in function of its phases alignment, an intial 29 dB to 36 dB dynamic range .
Then, the number of elements per ring is increased to eliminate angular grating lobes using $d_{A}=\lambda / 2$. An optimization process is initalized to find the new ring locations that minimize radial grating lobes. To avoid ring concentrations and other non adequate solutions some restrictions were applied to the optimization process. The outer ring has a fixed location to garantee lateral resolution. The other can expand or contract but only within their own regions. The minimun distance between rings is $\lambda$ to allow the use of big elements.
However, we would like to emphasize that since the optimization process was not our objective, only a simple search algoritm was implemented. Figure 11 shows the results, our initial aperture and its lateral profile (minimum, mean and maximum secondary lobes at each elevation position) and the optimized aperture obtained. The grating lobes were initially located at $18^{\circ}$, and after the optimization process they spread over the $10^{\circ}$ to $30^{\circ}$ range. An improvement in the grating lobe level is obtained, it goes down from -54 dB to -61 dB . Table 3 shows the solution obtained.


Fig. 11. Improved ring distribution to reduce radial grating lobes

### 4.2.2 Reducing angular grating lobes

To reduce grating angular lobes, the interelement distance varies from one ring to another. Distances increase a $\lambda$ per ring to guarantee the distribution of angular grating lobes over a wide area. However, round operations to discretize the number of elements can cause a change in the estimated garting lobes positions. Obviously, the best solution is to avoid coincidences with the radial grating lobe region. Unfortunately this is not always posible since we are trying to get a wide dispersion. Table 3 shows the configuration and grating lobes positions.

| RING | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Radio (mm) | 2.53 | 5.08 | 6.5 | 7.92 | 8.96 | 10.75 | 11.57 | 13.58 | 15 |
| $N^{0}$ elem. | 11 | 13 | 14 | 15 | 14 | 15 | 15 | 16 | 15 |
| $d_{A}(\mathrm{~mm})$ | 1.45 | 2.45 | 2.91 | 3.31 | 4.02 | 4.5 | 4.84 | 5.33 | 6.28 |
| $G L_{A} \cdot(\mathrm{deg})$ | 20.16 | 11.73 | 9.86 | 8.6 | 7.13 | 6.37 | 5.92 | 5.37 | 4.56 |

Table 3. Element configuration of the optimized aperture.
The dynamic range obtained goes up 36 dB . Then, an optimization algorithm is implemented to search a better phase alignement and thus improve the result. The new dynamic range goes up 40 dB , that is to say a 4 dB gain.


(c) Lateral profile. Maximum, mean and minimum side lobes in elevation are presented

Fig. 12. Best result for $\mathrm{CA}(128)$ is presented.

### 4.2.3 Complementary aperture

Finally, we need to find the complementary aperture that reduces the grating lobe in the pulse-echo response. With this aim, the $\mathrm{CA}(128)$ is used as reference and emission aperture and a new phase alignment is searched for the reception configuration. Figure 13 shows the solution obtained.
Table 4 shows $\mathrm{CA}(128)$ and $\mathrm{CA}(128,128)$ parameters. The dynamic range is improved by 4 dB and the MSR is significantly better when complementary apertures are used. Both apertures present equal lateral resolution.

|  |  |  | Lat. Res. | MSR |
| :---: | :---: | :---: | :---: | :---: |
| Configuration | D | GL Level (60\%) | -6 dB | -40 dB |$-40 \mathrm{~dB}$ (1.08)

Table 4. Performance of the best $\mathrm{CA}(128)$ configuration and the $\mathrm{CA}(128,128)$.

(a) Element distribution: in black emission aperture; in red reception aperture

(b) Beampattern in the semisphere

(c) Lateral profile. Maximum, mean and minimum side lobes in elevation are presented

Fig. 13. Best result for $\mathrm{CA}(128,128)$ is presented.

## 5. Conclusions

As this paper shows, both the Fermat Spiral and the Circular Apertures are interesting distributions for designing bidimensional sparse arrays. The mechanisms that determine the grating lobes formation were studied. For each configuration, two design strategies based on the multiplicative effect of the emission reception response were studied.
Both apertures produce similar results. Spiral apertures do slightly better in dynamic range whereas circular apertures, in turn, in lateral resolution. Both present adequate values to be used in some Non Destructive Testing applications, that is a dynamic range of near 45 dB and $2.5^{\circ}$ of lateral resolution at $(-40 \mathrm{~dB})$. However the strategies used to obtain the best solutions were different.

- In the Fermat Spiral design, since there are no constructive parameters we need to find the most adequate solutions by exhaustive computation in one of the identified regions. In this sense SP1, SP2 and SP3 regions offer good solutions with similar results. The main difference between them is the number of branches that organize element distribution.

Some solutions can be more easily implemented than others. Choosing the adequate solution could simplify the manufacturing process.

- In the Circular Apertures case, the solution is given by an optimization process. The elements that generate grating lobes were analysed. Taking into account this analysis the process was divided in several stages. At each stage, a particular constructive parameter was isolated and optimized. Although the optimization process was very simple, the procedure was able to improve the initial aperture by 10 dB . Therefore we could assume that better results could be obtained if more sofisticated optimization process were employed.
To compare our results with other configurations we have used the existing examples in literature. Sumanaweera at Sumanaweera et al (1999) presents several examples for configurations with a $40 \lambda$ diameter: a Archimedean Spiral SP $(128,127)$ a random M $(192,64)$ and a periodic $\mathrm{M}(128,127)$ with dynamic ranges of $40 \mathrm{~dB}, 30 \mathrm{~dB}$ and 15 dB respectively. Nivolov at Nikolov \& Jensen (2000) studied $18 \lambda$ apertures using different arragements based on matrix aperture and the convolution far field model of the pulse-eco in the complementary apertures design. He obtaned a dynamic range of 49 dB with a $\mathrm{M}(256,256)$ configuration. Also, on the same basis, Austeng at Austeng \& Holm (2002) studies different matrix configurations for $25 \lambda$. He extends the Vernier models in directions other than the main axes (radial, diagonal) and compares them with random configurations with different sparsing distribution functions (binned, polar). Although Austeng uses more elements than we do, we can compare our results with smaller apertures that achieve a dynamic range of: 39.9 dB for Vernier M(421,208), 48.5 dB for polar random distribution $\mathrm{M}(484,361)$ and 51.6 for binned random distribution $\mathrm{M}(447,447)$. More recently, Oliveri has presented a non-overlamping solution $\mathrm{M}(265,264)$ with a dynamic range of 40 dB .
In general our results are better than those found in the literature. Although our dynamic range goes up to 45 dB , we obtain a better lateral resolution (our aperture is bigger) with a number of elements that is significantly lower. Futhermore, when the number of elements is comparable, our apertures provide better dynamic range.
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# Synthetic Aperture Method in Ultrasound Imaging 

Ihor Trots, Andrzej Nowicki, Marcin Lewandowski and Yuriy Tasinkevych Institute of Fundamental Technological Research<br>Poland

## 1. Introduction

Medical ultrasound imaging is a technique that has become much more prevalent than other medical imaging techniques since it is more accessible, less expensive, safe, simpler to use and produces images in the real time. However, images produced by an ultrasound imaging system, must be of sufficient quality to provide accurate clinical interpretation. The most commonly used image quality measures are spatial resolution and image contrast which can be determined in terms of beam characteristics of an imaging system: beam width and sidelobe level. In the design of an imaging system, the optimal set of system parameters is usually found as a trade-off between the lowest side-lobe peak and the narrowest beam of an imaging system.
In conventional ultrasound imaging system, when one transducer (in mechanical wobble) or linear array are used, the quality of images directly depends on the transducer acoustic field. Also in conventional ultrasound imaging the image is acquired sequentially one image line at a time that puts a strict limit on the frame rate that is important in real-time imaging system. Low frame rate means that moving structures (e.g. heart valves) are not easily imaged and diagnosis may be impaired. This limitation can be reduced by employing synthetic aperture (SA) imaging. The basic idea of the SA method is to combine information from emissions close to each other. The synthetic aperture method has previously not been used in medical imaging. This method is a contrast to the conventional beamforming, where only imaging along one line in receiving is used. This means that every image line is visualized as many times as the number of elements used. This will create an equal amount of low resolution images, which are summed up to create one high resolution image.
Problems with medical ultrasound include low imaging depth, and high resolution is achieved only in the region where the transducer is focused. Another problem is decreasing SNR with depth. The basic idea with synthetic aperture is to combine information from emissions close to each other. This is a contrast to the conventional beamforming, were only imaging along one line in receiving is used. This means that every image line is visualized as many times as the number of elements used. This will create an equal amount of low resolution images which are summed up to create one high resolution image.
One of the important processes in ultrasound imaging systems is beamforming. There are many different beamforming methods. In this work both the synthetic transmit aperture (STA) (Trots, et al. 2009) and the multi-element STA (Trots, et al. 2010) methods for medical ultrasound imaging system are discussed. In the case of the multi-element STA imaging
method a small number of elements is used to transmit a pulse and all array elements receive the echo signals. The main objective of this method is to increase system frame rate and the penetration depth, maintaining the resolution of images, so that smaller objects can be distinguished. Larger penetration depth can be obtained by increasing transmitted energy that allows increasing the SNR and in its turn to improve the ultrasound image contrast.
Ultrasound imaging systems usually use from 64 to 128 transmit/receive channels. In order to lower the cost of the system, the number of channels should be reduced.

## 2. Synthetic aperture method

### 2.1 Synthetic transmit aperture method

As an alternate to the conventional phased array imaging technique the STA method (Hongxia, 1997; Trahey \& Nock, 1992) can be used. It provides the full dynamic focusing, both in transmit and receive modes, yielding the highest imaging quality.
In the STA method at each time one array element transmits a pulse and all elements receive the echo signals, see Fig. 1. where data are acquired simultaneously from all directions over a number of emissions, and the full image can be reconstructed from these data. The advantage of this approach is that a full dynamic focusing can be applied to the transmission and the receiving, giving the highest quality of image.


Fig. 1. Transmitting and receiving in STA method
In the STA method focusing is performed by finding the geometric distance from the transmitting element to the imaging point and back to the receiving element. The structure of the synthetic aperture and geometric relation between the transmit and receive element combination is shown in Fig. 2.
When a short pulse is transmitted by element $m$ and the echo signal is received by element $n$, as shown in Fig. 2, a round-trip delay is

$$
\begin{equation*}
\tau_{m, n}=\tau_{m}+\tau_{n}, \tag{1}
\end{equation*}
$$

where $(m, n)$ is a transmit and receive element combination, $0 \leq m, n \leq \mathrm{N}-1$.


Fig. 2. Geometric relation between the transmit and receive element combination and the focal point
The delays for $m^{\prime}$ th element and $n^{\prime}$ th element are

$$
\begin{equation*}
\tau_{m}=\frac{1}{c}\left(r-\sqrt{x_{m}^{2}+r^{2}-2 x_{m} r \sin \theta}\right), \tau_{n}=\frac{1}{c}\left(r-\sqrt{x_{n}^{2}+r^{2}-2 x_{n} r \sin \theta}\right), \tag{2}
\end{equation*}
$$

where $x_{m}, x_{n}$ are the positions of the $m^{\prime}$ th and $n^{\prime}$ th elements, respectively and $r$ is a distance between synthetic aperture centre and the point $(r, \theta)$. For an N -element array for each point in an image, the A-scan signal can be expressed as

$$
\begin{equation*}
A(r, \theta)=\sum_{m=0}^{N-1} \sum_{n=0}^{N-1} y_{m, n}\left(\frac{2 r}{c}-\tau_{m, n}\right), \tag{3}
\end{equation*}
$$

where $y_{m, n}(t)$ is the echo signal and $\tau_{m, n}$ is beamforming delay for the $(m, n)$ receive and transmit element combination given in eq. (1). The first and second summations correspond to transmit and receive beamforming.

### 2.2 Multi-element synthetic transmit aperture

The multi-element STA imaging method represents the best solution in improving lateral resolution and penetration depth. It is known that the lateral resolution can be improved by increasing array length. Only a small number of elements are used to transmit a pulse but all array elements receive the echo signals. In practice, it is not very expensive to build a large transmit aperture, but it is very complex to form a large receive aperture. For a transmit pulse (from all transmit subaperture elements), the RF echoes for all receive elements are stored in memory. When all RF echo signals have been acquired, the total RF sum is formed by coherently adding them.

The multi-element STA method is proposed to increase the system frame rate and the speed of the image acquisition is determined by the number of transmissions M (Fig. 3). For an Nelement aperture, $\mathrm{M} \times \mathrm{N}$ data recordings are needed for image reconstruction, where $\mathrm{M} \ll \mathrm{N}$.


Fig. 3. Transmitting and receiving in multi-element STA method
The geometrical locations of the transmit elements in a multi-element array system impacts the radiation pattern of that system, which in its turn impacts lateral resolution of the image, whereas the number of active transmit elements directly influences the transmitted energy and the SNR. These parameters define the ultrasound image quality. Therefore, the optimization of a multi-element STA imaging system can be formulated as an optimization problem of the location and the number of the transmit elements. The main optimization criterion in the multi-element STA method is the minimal width of the main-lobe combined with the minimum side-lobe level. This optimization leads to increasing image penetration depth and high lateral resolution.
For an N -element array, the transmit aperture is split into Ns subapertures with $\mathrm{K}_{\mathrm{t}}=\mathrm{N} / \mathrm{Ns}$ elements each (Hongxia, 1997). Each subaperture transmits a prefocused beam with focus point near the middle of the region of interest. Echo signals reflected from objects are received at a full or dynamically varying receive aperture with dynamic focusing, and stored in memory. Then data recordings must be focused synthetically with dynamic transmit focusing.
Fig. 4 shows the geometry of the transmission and the reception for the STA system, where $(r ; \theta)$ is the point of focus.
The transmit delay has two parts. The first part is the delay to focus all the elements in the subaperture towards the focal point. The second part is the delay to focus all subapertures dynamically. The first part of the delay for the m'th element in the subaperture is

$$
\begin{gather*}
\tau_{m}=\frac{r_{s}-r_{t m}}{c}  \tag{4}\\
r_{t m}=\sqrt{\left[\left(-\frac{K_{t}-1}{2}+m\right) d\right]^{2}+r_{s}^{2}-2\left(-\frac{K_{t}-1}{2}+m\right) d r_{s} \sin \alpha}
\end{gather*}
$$



Fig. 4. Geometric relation between the transmit and receive element combination and the focal point
and

$$
\alpha=\cos ^{-1}\left(\frac{r \cos \theta}{r_{s}}\right)
$$

The second part of the delay for the $i$ 'th subaperture is

$$
\begin{gather*}
\tau_{i}=\frac{r-r_{s}}{c}=\frac{1}{c}\left(r-\sqrt{(r \cos \theta)^{2}+\left(x m_{i}-r \sin \theta\right)^{2}}\right)  \tag{5}\\
=\frac{1}{c}\left(r-\sqrt{\left[K_{t}\left(-\frac{N_{s}-1}{2}+i\right) d\right]^{2}+r^{2}-2 K_{t}\left(-\frac{N_{s}-1}{2}+i\right) d r \sin \theta}\right)
\end{gather*}
$$

The receive delay $\tau_{n}$ for the STA can be obtained in a similar way as for the phased array

$$
\begin{equation*}
\tau_{n}=\frac{\left(r-r_{r n}\right)}{c} \tag{6}
\end{equation*}
$$

Thus, the total delay is $\tau_{m}+\tau_{i}+\tau_{n}$.
For each image point $(r ; \theta)$, the A-scan signal is

$$
\begin{equation*}
A_{S T A}(t)=\sum_{n=0}^{N-1} \sum_{i=0}^{N_{s}-1 K_{t}-1} s_{m=0}{ }_{K_{t} i+m, n}\left(t-\tau_{n}-\tau_{i}-\tau_{m}\right) \tag{7}
\end{equation*}
$$

where $s_{m, n}(t)$ is the echo signal. The first summation corresponds to the receive beamforming, while the second and the third summations correspond to the transmit synthetic aperture beamforming.

## 3. Element directivity diagram influence

In the described above beamforming methods for each point in the resulting image every combination of transmit-receive pairs contributes according to the round-trip propagation time only. The angular dependence is not taken into account in the applied point-like source model. But when the width of the array element is comparable to the wavelength corresponding to the nominal frequency of the emitted signal, the point-like source model becomes inaccurate. The element directivity influences the partial contribution to the resulting signal $A(r, \theta)$ in eq. (3) depending on the mutual position of the imaging point and transmit- receive pair, determined by the angles $\theta_{m}, \theta_{n}$ (see Fig. 2). Here, a modified STA imaging algorithm, which accounts for the element directivity function and its influence on $A(r, \theta)$, is developed (Tasinkevych, et al. 2010).


Fig. 5. Directivity function for different values of $d / \lambda$
The underlying idea can be illustrated on the following example, shown in Fig. 6. Here, it is assumed, that the same element transmits and receives signal. Two scatterers located at the points with polar coordinates $\left(r_{i}, \theta_{i}\right), i=1,2$ such that $r_{1 m}=r_{2 m}$ would contribute to the corresponding echo signal $y_{m, m}(t)$ simultaneously, since the round-trip propagation time $2 r_{i m} / c, i=1,2$ is the same (the corresponding numerical example is shown in Fig. 3 in the next section ). Apparently, the contribution from the scatterer at the point ( $r_{1}, \theta_{1}$ ) would be dominant, since the observation angle $\theta_{1 m}$ coincides with the direction of maximum radiation for the $m$-th element, whereas its transmit-receive efficiency at the angle $\theta_{2 m}$ is much smaller for the case of the scatterer at the point $\left(r_{2}, \theta_{2}\right)$. Thereby, evaluating the value of $A\left(r_{2}, \theta_{2}\right)$ from eq. (3), the partial contribution of the echo $y_{m, m}(t)$, in addition to the correct signal from the obstacle located at $\left(r_{2}, \theta_{2}\right)$ (being small due to the large observation angle $\theta_{2 m}$ ), would also introduce the erroneous signal from the scatterer located at ( $r_{1}, \theta_{1}$ ). The latter signal is larger due to the small observation angle $\theta_{1 m}$. The larger observation angles appear in the imaging region close to the array aperture. Therefore, the most appreciable deviation from the point-like source model of the array element will occur there. A solution to the problem, which accounts for the observation angle in accordance with the array element directivity function, is proposed. Assume, that the dependence of the
transmit-receive efficiency of a single array element versus the observation angle is known and is denoted by $f\left(\theta_{m}\right)$, where $\theta_{m}$ is measured from the line parallel to $z$-axis and passing through the $m$-th element center. Thus, in order to suppress the erroneous influence from the scatterer located at $\left(r_{1}, \theta_{1}\right)$ on the value of the resulting signal $A\left(r_{2}, \theta_{2}\right)$, the partial contribution of the echo $y_{m, m}(t)$ is weighted by the corresponding value of $f\left(\theta_{2 m}\right)$. This corresponds to the superposed signal correction in accordance with respective contributions of individual scatterers located at the points $\left(r_{1}, \theta_{1}\right)$ and $\left(r_{2}, \theta_{2}\right)$ (Fig. 6).


Fig. 6. Influence of the scatterer located at the point $\left(r_{1}, \theta_{1}\right)$ on the value of resulting signal $A\left(r_{2}, \theta_{2}\right)$ for imaging point $\left(r_{2}, \theta_{2}\right)$
The above considerations lead to the following modification of the synthetic focusing imaging algorithm

$$
\begin{equation*}
A(r, \theta)=\sum_{m=1}^{N} \sum_{n=1}^{N} f\left(\theta_{m}\right) f\left(\theta_{n}\right) y_{m, n}\left(\frac{2 r}{c}-\tau_{m, n}\right) \tag{8}
\end{equation*}
$$

where $\theta_{i}(r, \theta), i=m, n$ are the corresponding observation angles for the transmit-receive pair. The modification of the STA thus is expressed by weighted summation of properly delayed RF signals (as in the case of conventional STA). The corresponding weights $f\left(\theta_{m}\right), f\left(\theta_{n}\right)$ in the transmit and receive modes are calculated by means of the single element directivity function. Note, that the angles depend on the spatial location of the imaging point $(r, \theta)$. The directivity function $f(\theta)$ can be calculated in the far-field approximation for a single element of the array transducer in analogous manner as in (Selfridge, et al. 1980) (see example in Fig. 5)

$$
\begin{equation*}
f(\theta)=\frac{\sin (\pi d / \lambda \sin \theta)}{\pi d / \lambda \sin \theta} \cos \theta \tag{9}
\end{equation*}
$$

where $d$ is the element width, and $\lambda$ is the wavelength. Some examples of the directivity function evaluated for different values of the ratio $d / \lambda$ are shown in Fig. 5. Note, in Fig. 5b the values of $d / \lambda$ correspond to the case when the element width $d=0.75^{*}$ pitch, and the pitch is $0.5,1$, and 1.5 of the lambda, respectively. The above result applies to a narrow strip transducer with a time harmonic uniform pressure distribution along its width. It is obtained by means of the Rayleigh-Sommerfeld formula in the far-field region. The result is in a good agreement with experimental studies as shown by the authors in the cited work. For simplicity, eq. (9) is applied in the numerical results presented in the next section. It should be noted, that we use the angular response $f(\theta)$ in eq. (8) evaluated from eq. (9) for some fixed value of $\lambda$, which corresponds to the nominal frequency of the transmitted signal. The far-field approximation is admissible for the case of synthetic focusing algorithm discussed here. For the typical examples considered in the next section, the ratio $d / \lambda=1.125$ is assumed, and the coresponding element directivity function is depicted in Fig. 5b. The farfield limit $r_{\min } \approx 2 d^{2} / \lambda$ (Michishita, et al. 2000) is $2.5 \lambda$. This requirement is met in the considered numerical experiments.

## 4. Computer simulation

Simulation is a fundamental way of testing methods. This is done to confirm or reject a hypothesis in a controlled environment. Since it is possible to control all parameters in a simulation, one can set up a simple model and then gradually transform it into something more similar to reality. When this is done one can continue with measurements and confirm or reject the simulations for a real setup, in vivo or on a phantom. All simulations in this work are carried out with a powerful software, Field II (Jensen, 1999). The program is developed especially for investigating ultrasound fields, and gives the possibility to simulate and calculate ultrasound fields and defining one's own transducer. The accuracy is very high since Field II is based on numerical analysis. Field II runs under Matlab which makes it even more versatile and useful. This is the reason why Field II is used worldwide.
The numerical results presented in Fig. 7 and Fig. 8 were performed for a 48-element linear transducer array excited by one sine cycle burst pulse at a nominal frequency of 5 MHz . The element pitch is $1.5 \lambda$ and the inter-element spacing is 0.25 of the pitch, where $\lambda$ corresponds to the nominal frequency of the burst pulse. The STA algorithm is employed. The transmit and receive elements combinations give a total of $48 \times 48$ possible RF A-lines. All these Alines echo signals are sampled independently at a frequency of 50 MHz and stored in RAM. In Fig. 7 a numerical example explaining the discussion of the previous section is shown. Two point scatteres are placed at different depths: one in the immediate vicinity of the transducer element and another is located deeper, as depicted in Fig. 6.
The blurring of the scatterer placed near the aperture is significantly diminished in the case of introducing the directional diagram of element in synthetic focusing algorithm as compared to the algorithm without this correction, being in agreement with the above consideration of section 3 .
In Fig. 8 the results of simulation of a wire phantom are shown. Thin wires are spaced equidistantly with raster of $6 \lambda$ in the lateral and axial directions. Fig. 8a (left) corresponds to the algorithm eq. (8) with the angular directivity function calculated according to (9), whereas in Fig. 8a (right) the results corresponding to the algorithm eq. (3) are shown for comparison.


Fig. 7. Simulation of 2 point scatterers for 48 -element linear array: a) left subplot - including directional diagram of element, right subplot - not including directional diagram of element; b) detailed view of the selected part of the images in (a), respectively. The magnitude of the scattered field in a linear scale is shown
The simulation results have shown distinguishable improvement of the imaging quality of the scatterers situated in the region near the transducer aperture. The artefacts in the form of hazy blurring, observable in the conventional STA algorithm are substantially suppressed in the case of the modified one. Besides, the imaging depth is also increased, which is the valuable advantage of the developed method.


Fig. 8. Thin wire phantom simulation using a) left subplot - including directional diagram of element, right subplot - not including directional diagram of element; b) detailed view of the selected part of the phantom including and not including directional diagram of element, respectively. The magnitude of the scattered field in a linear scale is shown
In the next part of simulation the parameters used in the simulations are set to be similar to those of transducer used in the measurements. The medium in the simulations is homogeneous and its only variable parameter is the speed of sound. In the simulations no attenuation is considered. Even so, echoes far from the transducer become weaker and have lower amplitude because the energy is spread out. These simplifications do not affect the method in principle and in measurements these simplifications have been taken into account.

In Fig. 9 the 2D ultrasound images of phantom, obtained by computer simulation for the case of 32-element linear transducer array with 0.48 mm inter-element spacing and one-cycle burst pulse at nominal frequency 5 MHz , are shown. In the case of multi-element STA method every subaperture consists of the two elements and transmits an unfocused ultrasound wave. The phantom medium attenuation is $0.5 \mathrm{~dB} /[\mathrm{MHz} \times \mathrm{cm}]$ and consists of the collections of point targets spaced 4 pitches apart laterally, and the collections are spaced axially 5 mm apart from each other.


Fig. 9. The 2D ultrasound images of phantom with point targets for the STA method (a) and the multi-element STA (b)
It can be easily seen, that penetration depth increases in the case of the multi-element STA. For the objective comparison of the resolution the axial cross sections of the centre line and lateral cross sections in the depths 10 mm and 20 mm are shown in Fig. 10.
Fig. 10 shows that transmitted energy grows in the multi-element STA method and the penetration depth increases while lateral resolution is comparable in both cases.
The multi-element STA imaging method represents the best solution in improving penetration depth and maintaining lateral resolution.


Fig. 10. Comparison of the cross sections between STA method and multi-element STA method: a) axial cross section of the centre line; b) lateral cross section in depth 10 mm (top) and depth 20 mm (bottom)

## 5. Ultrasound imaging system

Synthetic aperture evaluation was performed using a simplified ultrasound imaging system which is shown in Fig. 11.


Fig. 11. Block diagram of the ultrasound imaging system

Linear transducer LA510 produced by Echoson (Echoson, Pulawy, Poland) transmits pulsed ultrasound waves, and receives reflected echo signals. Echoson SG3 transmitting/receiving system enables full control of selected 32 consecutive channels/transducers of a linear array transducer. Parameters of transmission and reception are programmable from a PC using a serial port (RS-232). Using the SG3 one can switch on arbitrary transmit and receive channels in the selected 32 channels aperture. The second block, A/D converter extracts the RF data, acquires it and sends to the PC. Next, the collected digital data were processed offline and displayed on the monitor. All post processing and display is done on the computer using Matlab ${ }^{T M}$ software. The processing creates 2D ultrasound imaging focused in every point of image.
The system allows performing simulated multichannel acquisition for synthetic aperture imaging. Using a single channel digitizer and switching receiving transducers the system is capable of gathering the RF data for up to 32 lines. Repeating this procedure for each transmitted element of the N -element transducer the $\mathrm{N} \times \mathrm{N}$ data recordings are obtained with the STA method or the $\mathrm{M} \times \mathrm{N}$ data with the multi-element STA method, where M is subaperture number, needed for image reconstruction. These data are the input to the synthetic aperture algorithm.
Synthetic aperture image reconstruction requires considerable amount of data storage and processing power. The amount of raw RF data needed in the STA imaging for reconstruction of a single image is proportional to $D_{R F} * N^{2}$, and the number of delay-and-sum operations is $D_{R F} * N^{3}$, where $D_{R F}$ is the number of samples in a single RF line. For 32 elements linear array with 15 cm penetration ( $\mathrm{D}_{\mathrm{RF}}=8000$ at 40 MHz sampling frequency) storage requirements $\approx 8.2^{*} 10^{6}$ samples, delay-and-sum operations $\approx 262^{*} 10^{6}$ are obtained.
The multi-element STA method imaging allows to reduce the amount of raw RF data needed for reconstruction of a single image and is equal to $D_{R F} * M * N$ and the number of delay-andsum operations is $D_{R F} * M * N^{2}$. For 32 elements linear array and 2 elements in subaperture ( $M=16$ ) with 15 cm penetration storage requirements $\approx 4.1 * 106$ samples, delay-and-sum operations $\approx 131^{*} 10^{6}$ are obtained. It is two times less than in the case of classical STA method.

## 6. Experimental results and discussion

The 32-element linear transducer array with 0.48 mm inter-element spacing and a burst pulse with time duration of 100 ns (a half-cycle at nominal frequency 5 MHz ) were used in experiments. The inter-element spacing is about $1.5 \lambda$. All elements are used for both the transmitting and receiving. An element in the transducer transmitting aperture was used to generate a spherical wave covering the full image region. The received echo signals were sampled independently at 50 MHz and then stored.
Firstly, the experiments were performed using the standard STA method in which one array element transmits a pulse and all elements receive the echo signals. In this experiments the wire phantom was used, that consists of 24 wires 0.1 mm in diameter, positioned axially every 2 mm at an angle of 75 degrees. This phantom allows to examine the axial and lateral resolution at various depths in the ultrasound image, as well as the focal and dead zone registration. Since the phantom was immersed in water, where there is almost no attenuation, high amplitude echo signals from the wires were obtained.
Three of 1024 ( $32 \times 32$ ) received RF echo signals, which were digitized and stored in the PC, are shown in Fig. 12.


Fig. 12. The recorded by PC RF echo signals: a) element \#9 is transmitting - element \#12 is receiving, b) \#18 transmitting - \#24 receiving, c) \#32 transmitting - \#32 receiving
All these RF echo signals are different and echo time position and signal amplitude in every case depend on sound field and geometrical position of transmitted and received transducers. After all emissions the full set of the RF A-lines echo signals, needed to reconstruct one 2D B-mode ultrasound image, is obtained. For this aim the synthetic aperture algorithm calculates the time delays and weights resulting from the directivity function for every combination of transmit-receive pairs and current imaging points and from the RF-lines computes the final image.
As was mentioned above, a single element in the transducer aperture is used for transmitting a spherical wave covering the full image region. The received signals for all or part of the elements in the aperture are sampled for each transmission. This data can be used for producing low resolution images (Fig. 13a-13c), which is only focused in the receive due to the unfocused transmission. Focusing is performed by compensating the geometric distance from the transmitting element to the imaging point and back to the receiving element and can be obtained from eq. (3). These low resolution images need to be added coherently to form the final high resolution image (Fig. 13d).
Fig. 13 presents the standard STA imaging method, where at each time one array element transmits and all elements receive. This method represents a good solution when small Nelements array transducers are used. In present ultrasound diagnostic the 128- or 192elements array transducers are used and application of such STA method restricts the image acquisition considerably. For this purpose the multi-element STA method is proposed where two elements in subaperture transmit a flat ultrasound wave and are shifted by one subaperture that allows to increase the speed of the image acquisition.
To compare the multi-element STA method and standard STA method the tissue mimicking phantom, model 525 Danish Phantom Design, with attenuation of background material $0.5 \mathrm{~dB} /[\mathrm{MHz} \times \mathrm{cm}]$, was used in experiments.
In Fig. 14 two of 512 ( $16 \times 32$ ) received RF echo signals, which were digitized and stored in the PC, are shown.


Fig. 13. Low resolution images combined to produce a high resolution image. One element transmit at the time, while all are used to receive. The images are then added into one high resolution image


Fig. 14. The recorded echo signals: a) the STA method - element \#16 is transmitting element \#16 is receiving, b) the multi-element STA method - elements \#15 and \#16 transmitting - \#16 receiving

It can be easily seen, that the amplitude of the echo signals in the multi-element STA method is about two times higher.
The comparison of the 2D ultrasound images of the tissue phantom, obtained with the standard STA method and multi-element STA method, are shown in Fig. 15.


Fig. 15. 2D ultrasound images of tissue mimicking phantom: a) using STA method; b) using multi-element STA method

The obtained 2D ultrasound images clearly demonstrate the advantage of the multi-element STA method. With the elongation of the transmit aperture the acoustical power increases yielding a higher SNR, that leads to an increase in the penetration depth while maintaining both axial and lateral resolution. The last resolution depends on transducer acoustic field and is discussed in (Nowicki et al., 2007).
In order to compare quantitatively the SNR gain the central RF-lines of the 2D ultrasound images shown in Fig. 15 are in Fig. 16 and the SNR is calculated.
Fig. 16 shows that increasing transmitted aperture by one element improves the SNR by about 5 dB that in one's turn leads to improvement of the penetration depth and the contrast of the image.
The next part of the experiments was to compare the 2D B-mode ultrasound images obtained using the STA method and the standard linear array scanning method that is applied in commercial ultrasound scanner Antares (Siemens, Mountain View, CA, USA). In this experiments the wire phantom was used. In the STA method the linear transducer array (LA510) with 0.48 mm inter-element spacing and a burst cycle pulse at nominal frequency 5 MHz , while in the ultrasound scanner Antares the linear transducer array with 0.3 mm pitch (VF13-5) and a burst cycle pulse at nominal frequency 10 MHz , were used.
Focus principle in ultrasound scanner Antares is shown in Fig. 17.


Fig. 16. The RF-lines of the tissue mimicking phantom: a) using STA method; b) using multielement STA method


Fig. 17. a) electronic focusing principle; b) linear array transducer for obtaining a rectangular cross-section image
The comparison of the reconstructed wire phantom images, obtained using the STA method and standard linear array scanning with commercial ultrasound scanner Antares, is shown in Fig. 18. The maximum quantity of focal points, which were equal to 1 and 8 , were chosen in the ultrasound scanner; they are marked by little triangles at the bar side.


Fig. 18. The 2D ultrasound images of the wire phantom: a) using STA method; b) ANTARES ultrasound scanner with one focal point; c) ANTARES ultrasound scanner with 8 focal points
In Fig. 18 it can be easily seen, that axial and lateral resolutions at the top and at the bottom parts of the image are different and depend on the focal point quantity in these regions. It needs to be noted, that frame rate in the case 8 focal points dramatically decreases down to 4 fps (in the case of one focal point it is equal to 31 fps ). Such frame rate is definitely insufficient to examine in a standard way the dynamically moving organs, such as heart, where high frame rate even up to 50 fps is required.
The obtained 2D images show that the STA method allows obtaining good resolution in the whole explored region maintaining the high frame rate. Also, the results show the effectiveness of the STA method and its resistance to the refraction, attenuation, and reflection of ultrasound waves.

## 7. Conclusion

The STA method, being a variety of the synthetic aperture approach, is discussed. Its development and investigation is presented. The main advantage of the STA method is the increase of the system frame rate and thus substantial improvement of the image quality. Numerous examples of how the medical SA ultrasound imaging can be acquired and processed are shown. The conventional STA method and multi-element STA imaging algorithm are compared. In the latter case, more than one elements are used in transmit mode but all array elements operate in receive mode. It is shown, that even for two element transmit aperture the SNR can be improved by about 5 dB maintaining the same imaging
resolution as compared to the conventional STA. This, in its turn, allows to improve the penetration depth and makes the ultrasound image more contrast.
Also, the modified STA algorithm is presented. This algorithm is based on the array element angular directivity function implementation into the conventional STA method and corresponding correction of the back-scattered RF signals of different transmit-receive pairs. It is shown that the far-field radiation pattern of a narrow strip transducer, calculated for the case of a time harmonic uniform pressure distribution over its width, can serve as a good approximation for the above directivity function. The results of numerical calculations using simulated data, as well as experimentally obtained ones for different phantoms, have shown distinguishable improvement of the imaging quality of the scatterers situated in the region near the transducer aperture, the hazy blurring artefacts, observable in the case of conventional STA algorithm, are substantially suppressed.
Finally, the comparison of the ultrasound images reconstructed, using the STA method and by commercial ultrasound scanner Antares, is shown. The images reconstructed by the STA system give the same image resolution as that from the conventional ultrasound system with an increased frame rate. The STA system offers higher image resolution than conventional system if the frame rate is the same in both cases. The synthetic transmit aperture method can be applied in a standard ultrasound scanner. Introduction of the STA method in medical ultrasound would increase the efficiency and quality of the ultrasound diagnostic.
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# Adaptive Beamforming by Phase Coherence Processing 

J. Camacho and C. Fritsch<br>Consejo Superior de Investigaciones Científicas (CSIC), Madrid<br>Spain

## 1. Introduction

The quality of phased array and synthetic aperture ultrasonic images is limited by several factors determined by the sound propagation physics and diffraction laws. Image quality is mainly determined by:

1. Resolution, which depends on signal bandwidth (in the axial direction) and on the aperture extent (in the lateral direction).
2. Dynamic range, which is bounded by the ratio of the main to the sidelobes level and is related to the smallest features detection capability.
3. Contrast, which is the capability to differentiate among subtle changes in the acoustic impedance (i.e., different tissues in medical imaging).
4. Signal-to-noise ratio, where noise can be electrical (i.e., thermal, EMI, etc.) or speckle, also called clutter or grain noise, depending of the application field. Speckle results from interferences among unresolved scatterers in a range cell.
5. Artifacts, such as reverberations, grating lobes and others which blur the image and reduce the dynamic range.
Along the years, many research efforts have been devoted to find techniques that increase the image quality by addressing the above factors. Frequently, some characteristics are improved at the expenses of losses in some others. A typical example is apodization, used to reduce the sidelobe level, with an adverse effect in the lateral resolution [Szabo, 2004]. In medical imaging, where contrast is essential, this function is quite useful; however, in the NDT field, where resolution is more relevant, apodization provides marginal or no benefits at all.
As another example, lateral resolution is improved with larger apertures, which may be obtained with increased array inter-element pitch $d$. However, when $d>\lambda / 2$ (sparse apertures) grating lobe artifacts appear. The condition $d>\lambda / 2$ also arises with 2D arrays or in high frequency ultrasound imaging due to manufacturing constraints. Sparse apertures with randomly distributed elements reduce the grating lobes by spreading their energy among the sidelobes, whose level increases [Turnbull \& Foster, 1991]; [Gavrilov et al., 1997].
In other cases, the concept of effective aperture allows to reduce the grating lobe levels by using different element distributions in emission and in reception, so that the compound radiation pattern equals that of a dense aperture [Lockwood et al., 1998]; [Nikolov \& Jensen, 2000]; [Nikolov \& Behar, 2005]. When a single focus is set in emission (as in phased array), some residual grating lobe artifacts remain in the image [Lockwood et al., 1996]. Furthermore, these approaches produce a lower signal-to-noise ratio.

As a final case example, speckle noise can be reduced by image compounding (spatial diversity), but this negatively affects resolution [Shankar \& Newhouse, 1985]. Frequency diversity methods have been also proposed [Newhouse et al., 1982], but they critically depend on the selected parameters to work properly [Gustafson \& Stepinski, 1993].
The conclusion is clear: there is no a universal method to improve the image quality by simultaneously addressing all the involved factors. This work is an exception to this rule, where simultaneous improvements in lateral resolution, side and grating lobe suppression, signal-to-noise ratio enhancement and artifacts cancellation, with the corresponding improvements on contrast and dynamic range, are obtained.
This is achieved by a new ultrasound imaging concept: Adaptive Beamforming by Phase Coherence Processing. The idea behind this approach is to consider the aperture data phases explicitly in the image formation process [Camacho et al., 2009].
Until now, this has not been applied in conventional ultrasonic imaging, whatever is the modality (phased array or synthetic aperture). Rather, the aperture data phases are only implicitly involved in the coherent sum, thus disregarding relevant information for the image formation. The aim of this work is to give the basis of the new technique and show its performances both, with simulated and experimental data.

## 2. The aperture data phases

The beamforming process is achieved by introducing delays that compensate the differences in the round-trip time-of-flight from the emitter to the focus and to every element. In the phased array modality, the emitter is considered at the array center, whereas in synthetic aperture imaging the actual emitter position is used to compute the delays. This way, dynamic focusing can be performed in reception only (phased array) or in emission and reception (synthetic aperture imaging).
From the simple geometry of Fig. 1, the round-trip time-of-flight from the array center O to the focus F and to element X is:

$$
\begin{equation*}
t_{i}^{p}=\frac{R_{f}+\left|\vec{r}_{f}\right|}{c}=\frac{1}{c}\left(R_{f}+\sqrt{R_{f}^{2}+x_{i}^{2}-2 R_{f} x_{i} \sin \theta}\right) \tag{1}
\end{equation*}
$$

where $c$ is the sound propagation velocity. The delay applied to signals received by element $i$ for focusing at F is:


Fig. 1. Geometry for computing the focusing delays.

$$
\begin{equation*}
\tau_{i}=\frac{1}{c}\left(R_{f}-\sqrt{R_{f}^{2}+x_{i}^{2}-2 R_{f} x_{i} \sin \theta_{f}}\right) \quad 1 \leq i \leq N \tag{2}
\end{equation*}
$$

Considering an emitted signal $e(t)=E \cdot \cos \left(\omega_{s} t\right)$, with $\omega_{s}=2 \pi f_{s}$, the aperture data $s_{i}(t)$ that results after application of the focusing delay $\tau_{i}$ to the signal received by element $i$ is:

$$
\begin{equation*}
s_{i}(t)=E \cos \left(\omega_{s} t-\omega_{s}\left(t_{i}^{P}+\tau_{i}\right)\right) \tag{3}
\end{equation*}
$$

and the unwrapped phase of the aperture data $i$ is:

$$
\begin{equation*}
\Phi_{i}(t)=\omega_{s} t+\frac{\omega_{s}}{c} \sqrt{R_{f}^{2}+x_{i}^{2}-2 R_{f} x_{i} \sin \theta_{f}}-\frac{\omega_{s}}{c} \sqrt{R_{f}^{2}+x_{i}^{2}-2 R_{f} x_{i} \sin \theta} \tag{4}
\end{equation*}
$$

With the approximation $(1+a)^{1 / 2} \approx 1+a / 2$, for $a$ small and, with $R_{f} \gg x_{i}$,

$$
\begin{equation*}
\Phi_{i}(t) \approx \omega_{s} t+\frac{\omega_{s}}{c} x_{i}\left(\sin \theta_{f}-\sin \theta\right) \tag{5}
\end{equation*}
$$

The term $\omega_{s} t$ is equal for all the elements at a given time instant, so that the variability of the set $\left\{\Phi_{i}\right\}$ is only determined by the second term. On the other hand, for an $N$-element linear array with the coordinate origin at its center and inter-element spacing $d$,

$$
\begin{equation*}
x_{i}=[i-(N+1) / 2] d \quad 1 \leq i \leq N \tag{6}
\end{equation*}
$$

Substituting in (5) and ignoring the time-dependent term:

$$
\begin{equation*}
\Phi_{i} \approx \frac{\omega_{s} d}{c}[i-(N+1) / 2]\left(\sin \theta_{f}-\sin \theta\right) \tag{7}
\end{equation*}
$$

Thus, for a point reflector at $\mathrm{P}\left(R_{f}, \theta\right)$ with $\theta \neq \theta_{f}$, the unwrapped phases vary linearly along the aperture data. Only if P is located at the focus $\mathrm{F}\left(\theta=\theta_{f}\right)$, all the phases become equal.
Therefore, by analyzing the dispersion of the aperture data phases, it can be realized when the received signals come from the focus or from some other region. To this purpose, any measurement of the statistical dispersion of the aperture data phases can be used (standard deviation, variance, etc.). For example, the standard deviation $\sigma_{\Phi}$ of the set of aperture data phases $\Phi=\left\{\Phi_{\mathrm{i}}\right\}$ is computed from:

$$
\begin{equation*}
\sigma_{\Phi}=\sqrt{\frac{1}{N} \sum_{i=1}^{i=N}\left(\Phi_{i}-\frac{1}{N} \sum_{i=1}^{i=N} \Phi_{i}\right)^{2}} \tag{8}
\end{equation*}
$$

After some mathematical manipulation, substitution of (7) in (8) yields,

$$
\begin{equation*}
\sigma_{\Phi}(\theta)=\operatorname{std}(\Phi)=\frac{\pi}{\sqrt{3}} \frac{d}{\lambda} \sqrt{N^{2}-1}\left|\sin \theta_{f}-\sin \theta\right| \tag{9}
\end{equation*}
$$

For $N \gg 1$ and with $D=N \cdot d$,

$$
\begin{equation*}
\sigma_{\Phi}(\theta) \approx \frac{\pi}{\sqrt{3}} \frac{D}{\lambda}\left|\sin \theta_{f}-\sin \theta\right| \tag{10}
\end{equation*}
$$



Fig. 2. Left: plot of $\sigma_{\Phi}$ in $D / \lambda$ units for three steering angles. Right: $F A(\theta)$ around $\theta_{f}=20^{\circ}$.
Figure 2 (left) shows this function for three steering angles $\theta_{f}$ in $D / \lambda$ units. It is seen that $\sigma_{\Phi}$ is zero only at the focusing direction, showing increasing values as $\theta$ separates from $\theta_{f}$. This can be used to detect signals strictly coming from the focus ( $\sigma_{\Phi}=0$ ) or, with a more practical point of view, from inside the array main lobe.
The normalized radiation pattern of an array in continuous wave is[Steinberg, 1976]:

$$
\begin{equation*}
F A(\theta)=\left|\frac{\sin \left[\frac{\pi D}{\lambda}\left(\sin \theta_{f}-\sin \theta\right)\right]}{\sin \left[\frac{\pi d}{\lambda}\left(\sin \theta_{f}-\sin \theta\right)\right]}\right| \tag{11}
\end{equation*}
$$

which is zero at

$$
\begin{equation*}
\sin \theta_{Z n}=\sin \theta_{f} \pm \frac{\lambda}{D} n \quad n=1,2, \ldots \tag{12}
\end{equation*}
$$

and unity at $\theta=\theta_{f}$. Figure 2 (right) shows an example for $D=32 \lambda, d=\lambda / 2$. The main lobe is bounded by the first zeroes of the radiation pattern $(n=1)$ at:

$$
\begin{equation*}
\sin \theta_{z 1}=\sin \theta_{f} \pm \lambda / D \tag{13}
\end{equation*}
$$

Substitution of this value for $\sin \theta$ in (10) yields:

$$
\begin{equation*}
\sigma_{\Phi}\left(\theta_{z 1}\right)=\frac{\pi}{\sqrt{3}} \tag{14}
\end{equation*}
$$

Therefore, if the standard deviation of the aperture data unwrapped phases is $0 \leq \sigma_{\varphi} \leq \pi / \sqrt{ } 3$, it can be assumed that the received signals were originated inside the main lobe. This leads to a straightforward method for suppression of the side lobes, as it is explained next. The value $\sigma_{0}=\pi / \sqrt{ } 3$ equals the standard deviation of a uniform linear distribution in $(-\pi, \pi]$.

## 3. Phase coherence factors

The absolute phase coherence factor $(F C A)$ is defined to take values in the $[0,1]$ interval as a function of the standard deviation of the aperture data unwrapped phases:

$$
\begin{equation*}
F C A=\max \left(0,1-\frac{\sigma_{\Phi}}{\sigma_{0}}\right) \tag{15}
\end{equation*}
$$

The term $f=1-\sigma_{\Phi} / \sigma_{0}$ takes the unity at the main lobe axis, where $\sigma_{\Phi}=0$, then monotonically decreases reaching zero at the main lobe limits $\theta_{z 1}$, where $\sigma_{\Phi}=\sigma_{0}$, and continues decreasing with negative values for angles $\theta$ outside the main lobe, where $\sigma_{\Phi}>\sigma_{0}$. As the function $\max (0, f)$ avoids negative values, the $F C A$ is zero in the latter region (at the side lobes).
Figure 3a shows $F C A(\theta)$ over the normalized radiation pattern. It can be appreciated that the coherence factor has a narrower main lobe than the array factor and is free of side lobes. However, both reach unity at the focus steering angle $\theta_{f}$.
In any conventional digital beamformer, the output is the coherent sum of the aperture data:

$$
\begin{equation*}
y(k)=\sum_{i=1}^{N} s_{i}(k) \tag{16}
\end{equation*}
$$

where $k$ is the sample index. Suppression of sidelobes can be achieved by weighting the beamformer output with the coherence factor obtained from the $k$-th aperture data set:

$$
\begin{equation*}
z(k)=y(k) \cdot F C A(k) \tag{17}
\end{equation*}
$$

Besides suppressing sidelobes, this operation provides a narrower main lobe as shown in Figure 3 b (compare, for example, the original and resulting main lobe width at -6 dB ).


Fig. 3. a) $F C A(\theta)$ and $F A(\theta)$ for $\theta_{f}=20^{\circ}$; b) Radiation pattern after the weighting operation
However, the unwrapped phase is not usually available. Instead, the instantaneous phase (wrapped phase) can be obtained from the signal analytical representation of the aperture data, $S_{i}(k)=A e^{j \varphi_{i}(k)}=S I_{i}(k)+j S Q_{i}(k)$ as:

$$
\begin{equation*}
\varphi_{i}(k)=\tan ^{-1}\left(\frac{S Q_{i}(k)}{S I_{i}(k)}\right) \tag{18}
\end{equation*}
$$

being $S Q$ and $S I$ the quadrature and in-phase components, respectively. With $S I_{i}(k)=s_{i}(k)$, $S Q_{i}(k)$ can be obtained by means of a Hilbert transform, $S Q_{i}(k)=\operatorname{Hilbert}\left[s_{i}(k)\right]$, [Oppenheim \&

Schaffer, 1989], or by any other approximate process [Ranganathan et al., 2004]. If the former is used, the instantaneous phases can be obtained from the aperture data by:

$$
\begin{equation*}
\varphi_{i}(k)=\tan ^{-1} \frac{\operatorname{Hilbert}\left[s_{i}(k)\right]}{s_{i}(k)} \tag{19}
\end{equation*}
$$

Then, the unwrapped phases $\Phi_{i}$ can be evaluated from $\varphi_{i}$. A common unwrapping algorithm scans the vector $\varphi_{i}$ from $i=2$ to $N$, computing the increments $\Delta \varphi_{i}=\varphi_{i}-\varphi_{i-1}$; when $\left|\Delta \varphi_{i}\right|>\pi$, a value of $\operatorname{sign}\left(\Delta \varphi_{i}\right) \cdot 2 \pi$ is subtracted to the successive phases, from $i$ to $N$.
However, it is also possible to avoid the unwrapping process by using the value of the instantaneous phases to evaluate a different coherence factor. In this case, since the phases are circularly distributed in the $(-\pi, \pi]$ interval, a different function to obtain the standard deviation should be used [Fisher, 1993].
But, also, the circular distribution of the instantaneous phases can be considered that of vectors in the unit circle ( module $=1$, angle $=\varphi_{i}$ ), represented as the complex $\cos \varphi_{i}+j \sin \varphi_{i}$. The standard deviation of a complex number $\sigma_{c}$ is computed as the square root of the sum of the variances of the real and imaginary parts, that is:

$$
\begin{equation*}
\sigma_{c}=\sqrt{\operatorname{var}\left(\cos \varphi_{i}\right)+\operatorname{var}\left(\sin \varphi_{i}\right)} \tag{20}
\end{equation*}
$$

In this case, $0 \leq \sigma_{c} \leq 1$, so that the complex phase coherence factor, $F C C$ can be defined as:

$$
\begin{equation*}
F C C=1-\sigma_{c} \tag{21}
\end{equation*}
$$

Furthermore, to avoid the complications involved in computing $\sigma_{c}$ in the complex plane, it is possible to consider the phase having a linear distribution in the $(-\pi, \pi]$ interval. In such case,

$$
\begin{equation*}
\sigma_{\phi}=\sqrt{\frac{1}{N} \sum_{i=1}^{i=N}\left(\varphi_{i}-\frac{1}{N} \sum_{i=1}^{i=N} \varphi_{i}\right)^{2}} \tag{22}
\end{equation*}
$$

However, it must be taken into account that, when the phases become grouped around $\varphi= \pm \pi$, a large $\sigma_{\varphi}$ will be produced in spite of being very similar phases, a consequence of considering the phase a linear distribution. A general solution to this problem is given later. When phases distribute uniformly in the $(-\pi, \pi]$ interval, the standard deviation is $\sigma_{0}=\pi / \sqrt{ } 3$. This happens when signals are just white noise and, approximately, at the sidelobes. This way, analogously to the $F C A$, the linear phase coherence factor $F C F$ is defined as:

$$
\begin{equation*}
F C F=\max \left(0,1-\frac{\sigma_{\varphi}}{\sigma_{0}}\right) \tag{23}
\end{equation*}
$$

## 4. Comparison of phase coherence factors

The phase coherence factors FCA, FCC and FCF share, in general, the same properties of sidelobe suppression and main lobe narrowing, but with some important differences. So, at the sidelobes, $\sigma_{\varphi} \approx \sigma_{0}=\pi / \sqrt{3}$, which provides a $\operatorname{FCF}(\theta)$ near zero, but with some small positive spikes at angles where $\sigma_{\varphi}<\sigma_{0}$. At angles where $\sigma_{\varphi}>\sigma_{0}$, it is $f=1-\sigma_{\Phi} / \sigma_{0}<0$ and the function $\max (0, f)$ nulls the $F C F$. This behavior contrasts with that of $F C A(\theta)$, which is zero at the sidelobes, achieving their complete suppression (Fig. 4).


Fig. 4. Comparison among $F C F(\theta)$ and $F C A(\theta)$ for $\theta_{f}=20^{\circ}$.
Another difference is a consequence of considering the instantaneous phases linearly distributed in $(-\pi, \pi]$. The effect is critical when the focus is located at an odd multiple of $\lambda / 2$, where the standard deviation is zero just at $\theta_{f}$ since all phases are exactly $\pi$, but at angles $\theta \approx$ $\theta_{f}$ (at both sides of the main lobe axis), phases group around $\varphi= \pm \pi$, producing a large $\sigma_{\varphi}$. Figure 5 compares $\sigma_{\varphi}(\theta)$ when the focus is located at an even or odd multiple of $\lambda / 2$. This periodic effect appears in the image as a pattern, an artifact that must be avoided.
The complex coherence factor $\operatorname{FCC}(\theta)$ does not present phase discontinuities and shows a smooth pattern. Figure 6 compares $F C C(\theta)$ with $F C F(\theta)$ for a focus at an even multiple of $\lambda / 2$. The latter shows irregularities caused by the phase discontinuities that are not present in $F C C(\theta)$. Furthermore, the FCC provides higher side lobe suppression and a slightly narrower main lobe, whose width is independent of the focus axial position. The irregularities shown by $\operatorname{FCF}(\theta)$ in the sidelobes region are of low level and, thus, have little impact on the image.


Fig. 5. Plot of $\sigma_{\varphi}(\theta)$ : a) Focus at an even multiple of $\lambda / 2$; b) Focus at an odd multiple of $\lambda / 2$.


Fig. 6. Comparison between $F C C(\theta)$ and $F C F(\theta)$.


Fig. 7. Reception patterns: a) Conventional beamforming; b) Weighted by FCF; c) Weighted by FCC; d) Weighted by FCA. Dynamic range $=70 \mathrm{~dB}$. Array: $N=64, d=\lambda / 2, \theta_{f}=20^{\circ}$.
Figure 7 shows the reception pattern with a 70 dB of dynamic range, considering continuous omnidirectional emission from the array center and dynamic focusing in reception, for an array with $N=64$ elements, $d=\lambda / 2$ and processing with different coherence factors.
The side lobe indications shown by the original image in (a) become mostly suppressed with the phase coherence processing, whatever is the coherence factor used. However, weighting the beamformer output with the $F C F$ (in b) produces the periodic pattern in the propagation direction discussed before. Also, some residual sidelobe indications remain.

In (c) the beamformer output is weighted with FCC, which shows a smooth beam without periodic artifacts and with higher sidelobe suppression. However, some sidelobe indications remain in the very near field (below $1 / 20$ the far field limit) and near the main lobe (the first sidelobes), in agreement with the results shown in Fig. 6.
Finally, processing with the $F C A$ (d) provides full sidelobe suppression, even in the very near field region, and a uniform main lobe pattern, which does not depend on depth.
These results have been obtained under the assumption of monochromatic wave and noisefree signals. The effect on wideband signals with noise is analyzed in the next Sections.

## 5. Phase quantization and the sign coherence factor FCS

In any digital implementation of the proposed method, the phase will be quantized. It is relevant to consider the errors involved as a function of the resolution used to represent the phases. Figure 8 shows the rms error in the computed $F C F$ when the phase is quantized with a number $B$ of bits, with regard to a 64-bits floating point representation.


Fig. 8. FCF rms error as a function of the number of bits used to represent the phases.
It becomes apparent that the $F C F$ is not very sensitive to the phase resolution. In fact, the rms error of computing the phases with only 4 bits instead of 64 bits is lower than $0.1 \%$. In an extreme case, the phase can be coded with a single bit by breaking the $(-\pi, \pi]$ interval in:

$$
\Psi_{i}(k)= \begin{cases}\pi / 2 & \text { for } \quad \varphi_{i}(k) \in[0, \pi]  \tag{24}\\ -\pi / 2 & \text { for } \varphi_{i}(k) \in(-\pi, 0)\end{cases}
$$

For received signals of the form $s(t)=A(t) \sin (\varphi(t))$, with $A(t)>0$, these intervals correspond to the sign of $s(t)$, represented here by the discrete variable $b_{i}(k)$ :

$$
b_{i}(k)=\left\{\begin{array}{lll}
+1 & \text { for } & s_{i}(k) \geq 0  \tag{25}\\
-1 & \text { for } & s_{i}(k)<0
\end{array}\right.
$$

The variance of this variable is (omitting the sample index $k$ ):

$$
\begin{equation*}
\sigma_{b}^{2}=\frac{N \sum_{i=1}^{N} b_{i}^{2}-\left(\sum_{i=1}^{N} b_{i}\right)^{2}}{N^{2}} \tag{26}
\end{equation*}
$$

and, since $\sum b_{i}{ }^{2}=N$,

$$
\begin{equation*}
\sigma_{b}^{2}=1-\left(\frac{1}{N} \sum_{i=1}^{N} b_{i}\right)^{2} \tag{27}
\end{equation*}
$$

The Sign Coherence Factor, FCS, is defined as a function of the standard deviation of the aperture data signs:

$$
\begin{equation*}
F C S=1-\sigma_{b}=1-\sqrt{1-\left(\frac{1}{N} \sum_{i=1}^{N} b_{i}\right)^{2}} \tag{28}
\end{equation*}
$$

The sign coherence factor also takes values in the [0, 1] interval since $\sigma_{b} \leq 1$. One advantage of this function is its low computing cost, which allows a simple hardware implementation. Figure 9 (left) shows $\operatorname{FCS}(\theta)$ for an steering angle $\theta_{f}=30^{\circ}$. It reaches unity around the focus in the region where all the signals have the same polarity. Outside of this angular interval, $F C S(\theta)$ approaches zero.
The result of weighting the beamformer output with the sign coherence factor is shown in Figure 9 (right), together with the original radiation pattern. Both are equal around the steering angle, falling to low values (below -40 dB ) at the sidelobe region. Note that the first sidelobe has been reduced by more than 26 dB and, simultaneously, the main lobe becomes narrower. The small irregularities in the resulting pattern are due to the discrete nature of the sign, but they have little impact on the image.


Fig. 9. Left: $F C S(\theta)$; Right: $F A(\theta)$ before (blue) and after (green) weighting by $F C S(\theta)$.
The $\operatorname{FCS}(\theta)$ is a particular case of the $\operatorname{FCF}(\theta)$, where the phases have been quantified with 1 bit. Therefore, it also shows the dependence with the focus position in the axial direction. In this case, the spatial period is $\lambda / 2$, instead of $\lambda$.
Figure 10(a) shows the original reception pattern with a 70 dB of dynamic range, for an array with $N=64, d=\lambda / 2$ and a steering angle at $\theta_{f}=20^{\circ}$ (the same case shown in Fig. 7a). The sidelobe indications become nearly suppressed when the beamformer output is weighted with the FCS, with residual values below -70 dB , as shown in (b). However, the image shows the periodic artifact caused by the dependence of $\operatorname{FCS}(\theta)$ with the focus position, similar to that shown by $\operatorname{FCF}(\theta)$ (see Fig. 7b), but of higher spatial frequency.


Fig. 10. Reception patterns: a) Conventional beamforming; b) Weighted by FCS. Image dynamic range $=70 \mathrm{~dB}$. Array: $N=64, d=\lambda / 2, \theta_{f}=20^{\circ}$.

## 6. Wideband and noisy signals

Until now, monochromatic and noise-free signals have been considered. This allowed obtaining closed expressions that may be useful to understand the main properties of adaptive beamforming by phase coherence processing. However, real images are obtained from wideband signals, which also include some amount of noise. For the sake of simplicity, Gaussian pulses are considered, of the form:

$$
\begin{equation*}
s(t)=e^{-t^{2} / 2 g^{2}} \cos \left(\omega_{S} t+\varphi\right) \tag{29}
\end{equation*}
$$

where the parameter $g$ determines the bandwidth at -6 dB as a function of the relative bandwidth $B W$ and the fundamental frequency as:

$$
\begin{equation*}
g=\frac{\sqrt{8 \ln (2)}}{\omega_{S} \cdot B W} \approx \frac{2.355}{\omega_{S} \cdot B W} \tag{30}
\end{equation*}
$$

Furthermore, signals are contaminated with noise, considered white with a Gaussian distribution. From the point of view of phase coherence processing, the duration of the ultrasonic pulse $T_{P}$ relative to the signal period $T_{S}$ is determined by its bandwidth and the signal-to-noise ratio. It has been shown [Camacho, 2010] that this relationship is:

$$
\begin{equation*}
\frac{T_{P}}{T_{S}} \approx \frac{1}{B W} \sqrt{\ln \left(\frac{S N R}{2.1}\right)} \tag{31}
\end{equation*}
$$

Figure 11 shows an example for an array with $N=64$ elements, $d=\lambda / 2, f_{s}=5 \mathrm{MHz}, B W=0.6$ and $S N R=30 \mathrm{~dB}$. The signal received by an element is shown in (a), with its instantaneous phase in (b). The FCC obtained from the set of 64 signals is shown in (c). The red lines delimit the pulse duration as indicated by (31). It is seen that FCC is higher than 0.5 within this interval, reaches unity at the center of the pulse and is nearly zero in other positions. It must be highlighted that, for phase coherence processing, noise plays an important role: it provides information when some of the aperture data contain only noise whereas other show echo signals. This happens, for example, in the grating lobes for wideband signals.


Fig. 11. a) Signal received by an element; b) Instantaneous phase; c) FCC of 64 signals.
Thus, since the phase dispersion of only-noise channels is high (even for low amplitude noise), the coherence factor will be small and the indication will be suppressed. This subject is further discussed in Section 8.
Figure 12 shows the 70 dB dynamic range images of a point reflector located at the far field limit ( $R=D^{2} / 4 \lambda$ ) and $\theta=0^{\circ}$, produced by conventional beamforming (a) and after processing with $F C F$ (b), FCS (c) and FCC (d). They are synthesized for an array with $N=64$ elements, $d=\lambda / 2, f_{S}=5 \mathrm{MHz}, B W=0.5$ and with a signal-to-noise ratio $S N R=60 \mathrm{~dB}$ in every channel.
The sidelobe indications in the original image are suppressed by more than 50 dB with phase or sign coherence processing. Besides, the -6 dB lateral resolution has improved by nearly $50 \%$. Processing with the complex coherence factor $F C C$ (d) produces a smooth image of the point reflector. However, the images obtained after processing with the FCF (b) and $F C S$ (c) show a periodic pattern in the main lobe as well as in the residual side lobes.
Noise is not visible in these images, since it falls below the image dynamic range after beamforming of the 64 channels.

## 7. Filtering out the periodic artifacts

The lateral patterns of phase $\operatorname{FCF}(\theta)$ and sign $\operatorname{FCS}(\theta)$ coherence factors depend on the focus position as it has been shown. To analyze more in detail this effect, Figure 13 shows the beamformed A-scan signal (blue) together with the FCF (green) and FCS (red) for the example above at $\theta=0.9^{\circ}$, which corresponds to half the angle of the first main lobe zero $\left(\theta_{z 1}\right)$.


Fig. 12. Images of a point reflector obtained with conventional beamforming (a) and after processing with $F C F(b), F C S$ (c) and $F C C$ (d). Dynamic range $70 \mathrm{~dB} ; N=64$ elements, $d=\lambda / 2$, $f_{S}=5 \mathrm{MHz}, B W=0.5$ and $S N R=60 \mathrm{~dB}$ per channel.
The amplitude of both factors changes with depth, which influences the image as shown in Fig. 12 b ) and c). It can be observed that the FCF period of oscillation equals to that of the signal, whereas FCS oscillates at twice the signal frequency. This suggests that these oscillations could be reduced by a simple low-pass filter. However, low-pass filtering would provide the average of the coherence factors, while the maximum is required to keep the amplitude of the indications within the main lobe independent of depth.


Fig. 13. Received signal (blue) and coherence factors $F C F$ (green) and $F C S$ (red).
A filter of ordered statistics that extracts the moving maximum [Pitas \& Venetsanopoulos, 1990] seems an adequate choice. The filter output is the maximum of $M$ consecutive samples of the coherence factor, where $M$ is adapted to the signal frequency by means:

$$
\begin{equation*}
y[n]=F_{v}(x[n])=\max (x[n-M+1], \ldots, x[n]), \quad M=\operatorname{round}\left(h \frac{f_{m}}{f_{s}}\right) \tag{33}
\end{equation*}
$$

being $f_{m}$ the sampling frequency, $h=1$ for the FCF and $h=1 / 2$ for the FCS.
This non-linear filter has abrupt transitions that may be softened by means of a low-pass filter with a cutoff frequency equal to that of the signal. A moving average filter can be used with this purpose, building a combined moving maximum-average filter.
Figure 14 compares the images obtained for the same example than above without and with a moving maximum-average filter applied to the coherence factors output. The combination of both filters completely removes the periodic artifacts that appear by direct application of $F C F$ and FCS, the lateral resolution and the sidelobe suppression remains similar to that achieved without these filters. This way, FCF and FCS behave similarly to FCA and FCC.


Fig. 14.70 dB images of a point reflector: a) FCF processing; b) FCF processing with filters; c) FCS processing; d) FCS processing with filters. Filters (moving maximum + average).

## 8. Grating lobes suppression

When the inter-element distance is $d>\lambda / 2$, grating lobe artifacts appear as a consequence of the spatially undersampled aperture (an aliasing effect). In the far field with monochromatic wave, a grating lobe is indistinguishable from the main lobe, since all the array elements contribute to its formation with the same phase at a given angular direction. With wideband signals and in the aperture near field, only a subset of the array elements produces the grating lobe at a given location. This way, with wideband signals, grating lobes spread over a large region and their amplitude is significantly lower.


Fig. 15. Principles of grating lobes suppression: a) Aperture data amplitudes and b) phases; c) beamformer output; d) Phase coherence factor $F C F$

In fact, at a grating lobe, most of the aperture data are noise and only a few elements contribute constructively to the coherent sum. This opens an opportunity to cancel the grating lobe artifacts by phase coherence processing. To demonstrate its operation, Figure 15a) shows the aperture data corresponding to 4 channels of an 8 -element array. At the left part of the A-scans, a true scatterer is located at the focus, whereas the rightmost indications correspond to a grating lobe. It is seen that all the aperture data contribute constructively to form the output A-scan in the true scatterer, but only a fraction of the aperture data adds constructively at the grating lobe (Fig. 15c).
In conventional beamforming, grating lobes show as relatively low level indications that spread out spatially (over directions and time). However, consider the aperture data phases for the same example (Fig. 15b). They are perfectly aligned at the true scatterer position, showing a large disparity at the grating lobe indications, mainly caused by noise. The coherence factor will be large (near unity) at the true scatterer and low (near zero) at the grating lobe, as it is shown for the FCF in the lower trace (Fig. 15d).
The grating lobe suppression level is a function of the signal bandwidth and number of aperture data used to compute the coherence factor. Figure 16 shows these results for an array with inter-element pitch of $1.5 \lambda$. It is seen that, for $N=128$ and FCC or FCS processing, the grating lobes become suppressed by about 40 dB if the signal BW $>60 \%$.


Fig. 16. Grating lobes attenuation level as a function of the signal bandwidth and number $N$ of aperture data channels used to compute the different coherence factors.


Fig. 17. a) Conventional STA image of two reflectors of 0 dB and -43 dB amplitude, obtained with a 64 -element array, $d=\lambda ; b$ ) LSF of the original and processed images; c) FCS image.

Figure 17a) shows the 70 dB dynamic range conventional image of two point reflectors of different amplitudes: 0 dB and -43 dB , located at angles of $-30^{\circ}$ and $+30^{\circ}$, respectively. The images were obtained by simulation of a 5 MHz , 64 -element array, $d=\lambda, \mathrm{BW}=50 \%$ and rms noise level of -60 dB. The modality is Synthetic Transmit Aperture (STA) [Gammelmark \& Jensen, 2003], with a complete data set was used for beamforming.
It is seen that the grating lobe created by the high intensity point reflector completely hides the presence of the low-level one. This is made more evident by plotting the LSF (maximum amplitude at all depths), shown in Fig. 17b). In the original image, the grating lobe reaches a level similar to the amplitude of the smaller reflector, so that, its indication becomes literally buried in this artifact. But, after processing with the FCS, both point reflectors appear about 40 dB above the residual sidelobe level at, approximately, -80 dB .
Figure 17c) shows the image of the sign coherence factor, $F C S$, also with a 70 dB dynamic range. It is seen that it reaches unity $(0 \mathrm{~dB})$ at both reflector positions. Although this image gives no amplitude information, it determines the presence of true reflectors, even in the case of their signal amplitudes being below the grating lobe level.
By the way, the resulting lateral resolution produced by phase coherence processing of this 64 -element sparse aperture is higher than that obtained with a 128 -element dense aperture.

## 9. Limits on the grating and sidelobes suppression level

Out of the main lobe, the aperture data phases behave as a random variable, uniformly distributed in $(-\pi, \pi]$. The coherence factors have been defined to be zero when the phases distribute uniformly, so that they approach zero in the sidelobe region. However every coherence factor tends to this limit differently as a function of the number $n$ of the phase values involved in its evaluation (in phased array $n=N$, the number of aperture data samples). This dissimilar behavior explains the differences in the sidelobe and grating lobe suppression levels achieved by every coherence factor.
For the phase coherence factor $F C F$, defined in (23) as:

$$
\begin{gather*}
F C F=\max \left(0,1-\frac{\sigma_{\varphi}}{\sigma_{0}}\right) \sigma_{\phi}(n)=\sqrt{\frac{\sum_{i=1}^{n}\left(\varphi_{i}-\bar{\varphi}\right)^{2}}{n}}=f\left(n^{-1 / 2}\right)  \tag{34}\\
\lim _{n \rightarrow \infty} \sigma_{\varphi}(n)=\sigma_{0} \tag{35}
\end{gather*}
$$

$$
\begin{equation*}
\left.F C F\right|_{\text {sidelobes }} \rightarrow 0 \text { as } f\left(n^{-1 / 2}\right) \tag{36}
\end{equation*}
$$

For the complex coherence factor FCC, defined in (20) and (21) as,

$$
\begin{gather*}
F C C=1-\sqrt{\operatorname{var}(\cos \varphi)+\operatorname{var}(\sin \varphi)}  \tag{37}\\
\operatorname{var}(\cos \varphi)=\frac{1}{n} \sum_{i=1}^{n} \cos ^{2} \varphi_{i}-\frac{1}{n^{2}}\left(\sum_{i=1}^{n} \cos \varphi_{i}\right)^{2}  \tag{38}\\
\operatorname{var}(\sin \varphi)=\frac{1}{n} \sum_{i=1}^{n} \sin ^{2} \varphi_{i}-\frac{1}{n^{2}}\left(\sum_{i=1}^{n} \sin \varphi_{i}\right)^{2}  \tag{39}\\
\operatorname{var}(\cos \varphi)+\operatorname{var}(\sin \varphi)=\frac{1}{n} \sum_{i=1}^{n}\left(\sin ^{2} \varphi_{i}+\cos ^{2} \varphi_{i}\right)-\frac{1}{n^{2}} \sum_{i=1}^{n}\left(\sin \varphi_{i}+\cos \varphi_{i}\right) \tag{40}
\end{gather*}
$$

With $\sin ^{2} x+\cos ^{2} x=1$ and $|\sin x+\cos x| \leq \sqrt{ } 2$ the second term is bounded by $\kappa / n, \kappa=$ constant and,

$$
\begin{align*}
& \operatorname{var}(\cos \varphi)+\operatorname{var}(\sin \varphi)=1-\frac{\kappa}{n}  \tag{41}\\
& F C C=1-\sqrt{1-\frac{\kappa}{n}} \approx \frac{\kappa}{2 n}=f\left(n^{-1}\right) \tag{42}
\end{align*}
$$

The sign coherence factor, FCS, was defined in (28) as:

$$
F C S=1-\sqrt{1-\left(\frac{1}{n} \sum_{i=1}^{n} b_{i}\right)^{2}}
$$

Among the aperture data polarity bits $b_{i}$, there will be $p$ positive values and $n-p$ negative values. Then,

$$
\begin{gather*}
B=\frac{1}{n} \sum_{i=1}^{n} b_{i}=\frac{p-(n-p)}{n}=\frac{2 p}{n}-1  \tag{43}\\
F C S=1-\sqrt{1-B^{2}}=1-\frac{2 p}{n} \sqrt{\frac{n}{p}-1} \tag{44}
\end{gather*}
$$

For uniform phase distributions, $p \rightarrow n / 2$ and the square root term tends to unity. Therefore,

$$
\begin{equation*}
F C S \rightarrow 1-\frac{2 p}{n}=f\left(n^{-1}\right) \tag{45}
\end{equation*}
$$

In summary, $F C C$ and $F C S$ approach zero following a function $f\left(n^{-1}\right)$, which is stronger than the trend towards zero shown by FCF as $f\left(n^{-1 / 2}\right)$.

## 10. Experimental verification

The validity of the adaptive beamforming technique to improve lateral resolution, dynamic range, signal-to-noise ratio and artifact suppression is experimentally demonstrated.

In a first arrangement, an aluminum block with 10 pairs of $1.5 \mathrm{~mm} \varnothing$ side drilled holes (SDH) was used (Fig. 18). This part is mainly intended to test the resolution improvement together with sidelobe and reverberation artifacts reduction.


Fig. 18. Aluminum block with several pairs of side drilled holes.
A $5 \mathrm{MHz}, 128$-element array with $d=0.6 \mathrm{~mm}(\approx \lambda / 2)$ (Imasonic, Besançon, France) was used in contact with the part upper surface. A SITAU 128:128 full parallel phased array system (Dasel, Madrid, Spain), was used to generate and acquire ultrasound data. The STA modality was applied for imaging, with dynamic focusing in emission and in reception.
Figure 19 shows the 80 dB dynamic range image obtained by conventional beamforming. Besides the indications of the SDHs, the image shows the sidelobes and reverberations produced among them and the part walls. Also, a small amount of noise is seen above the SDH indications (electrical noise). The bottom echo of the part is also clearly visible.


Fig. 19. STA image of the aluminum block with SDH obtained with 80 dB dynamic range

Coherence factors were computed from the aperture data following the procedures described in this paper, being applied to the whole set of $N^{2}$ signals provided by the STA imaging modality.
Figure 20 shows the 80 dB dynamic range images that result after weighting the beamformer output with a) $F C F$, b) $F C C$, c) $F C A$ and d) $F C S$. The following observations can be made:

1. All the coherence factors provide a large suppression of the noise and reverberation artifacts, being moderate with FCF and complete with FCA.
2. Sidelobe indications get also fully suppressed with $F C A$, leaving some residual traces with $F C C$ and $F C S$ and slightly higher with $F C F$.
3. In the negative side, the FCA completely removes the bottom echo and its nearest SDH indications. This is due to the mutual interferences between the corresponding echoes that lower the strict coherence factor FCA, applied to $128^{2}$ aperture data phases. This effect also causes some amplitude loss in the bottom echo with FCC, FCS and FCF.


Fig. 20. Images obtained after processing with the coherence factors: a) $F C F$, b) $F C C$, c) $F C A$ and d) FCS. Dynamic range: 80 dB .
The last observation advises of not using global processing with the STA imaging modality, due to the risk of losing some indications (especially with FCA). It seems better to apply the phase coherence processing to every one of the $N$ partial images and keep the maximum
coherence found to perform the weighting operation, at the expenses of a lower sidelobe and artifact reduction.
With regard to the lateral resolution improvement achieved by the adaptive beamforming technique, Figure 21 shows the images (in a linear color scale) before and after the weighting operation with different coherence factors for the three central pairs of SDH, where the angular interval between two holes is about $1.1^{\circ}$. Since the theoretical main lobe width is, for this aperture, about $1.8^{\circ}$, the original image cannot fully resolve their indications.
However, after the weighting operation with the different coherence factors, the SDH indications become separated, due to the narrowing effect on the main lobe width (discussed in Section 3).


Fig. 21. Images of the three central pairs of SDH in linear scale: a) Original and processed with: b) FCF; c) FCC; d) FCA; e) FCS.

Table 1 shows the number of SDH pairs which become resolved at a given threshold.

|  | Number of SDH pairs resolved |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{- 3} \boldsymbol{d B}$ | $\mathbf{- 6} \boldsymbol{d} \boldsymbol{B}$ | $\mathbf{- 1 2} \boldsymbol{d B}$ | $\mathbf{- 2 0} \boldsymbol{d B}$ |
| Original | 9 | 7 | 1 | 0 |
| FCF | 10 | 10 | 8 | 2 |
| FCC | 10 | 10 | 9 | 5 |
| FCA | 9 | 9 | 8 | 7 |
| FCS | 10 | 10 | 9 | 4 |

Table 1. Number of SDH resolved at a given threshold.


Fig. 22. Wire phantom.
Processing with any coherence factor (except $F C A$ ), resolves all the SDH pairs at -6 dB , whereas in the original image 3 pairs remain unresolved. At -20 dB , processing with the FCA resolves 7 pairs of SDH, while all pairs get unresolved in the original image.
The aim of a second experiment is to demonstrate the capabilities of the new technique to suppress grating lobes. To this purpose, a phantom with several nylon and copper wires was built (Fig. 22). The test is performed in water immersion with a $5 \mathrm{MHz}, 96$-element array with an inter-element pitch $d=0.5 \mathrm{~mm} \approx 1.7 \mathrm{\lambda}$. The SITAU 128:128 full parallel phased array system was used to generate and acquire the ultrasound data.
Figure 23a shows the image generated with the STA technique with a 90 dB dynamic range. The grating lobe artifacts created by the copper wires show at the right as large diffuse regions that hide the presence of some nylon wires. Conversely, the grating lobes created by the nylon wires appear at the left of the image. In this case their level is not enough to hide the presence of the copper wires. Sidelobe indications are also present, as well as some electrical noise.
The coherence factors were computed from the aperture data, using the whole set of $N^{2}$ signals and following the procedures presented in this paper. As an example, figure 23b) shows the 90 dB image of the FCS, before performing the weighting operation. It can be appreciated the high intensity (nearly 0 dB ) at the wire positions and the high level of suppression of the grating lobes, even in a larger degree than the side lobes.


Fig. 23. a) STA image of the wire phantom; b) FCS image. Dynamic range $=90 \mathrm{~dB}$
Figure 24 summarizes the images obtained after application of the different coherence factors. As expected, the grating and side lobe suppression level is higher with FCA, which also loses several target indications. As before, FCA processing is not advisable with STA. In the reverse side, the FCF provides lower grating and sidelobe suppression levels, in agreement with the behavior discussed in Section 9. Both, FCC and FCS, suppress grating


Fig. 24. Images after processing with the coherence factors: a) $F C F$, b) $F C C$, c) $F C A ;$ d) $F C S$.


Fig. 25. LSF of the images before and after processing with different coherence factors.
and side lobe indications to well below -90 dB . It is worth to note these similarities in spite of the very different real-time implementation complexity involved.
Dramatic contrast improvements are obtained, as shown explicitly by the LSF applied to the fourth wire row (Fig. 25). The similarities in the results provided by FCC and FCS processing are made more evident, achieving a signal-to-grating lobe ratio enhancement approaching 60 dB . On average the signal-to-grating lobe ratio is raised to 63,84 and 83 dB with $F C F, F C C$ and $F C S$ processing, respectively, from an original value of 28.5 dB .

## 11. Conclusion

This work describes a new ultrasonic imaging modality by means of adaptive beamforming with phase coherence processing. From the aperture data phases dispersion, it extracts a coherence factor with values in the $[0,1]$ interval that provides a quantitative measurement of the focusing quality: It yields a high value $(\approx 1)$ if the received signals come from the focus and a low value $(\approx 0)$ if they proceed from other regions. The coherence factors modify the behavior of the beamformer by weighting its output. This way, the indications produced by side and grating lobes, as well as other artifacts such as reverberations and noise, become suppressed. Besides, lateral resolution improvements are also obtained.
Four coherence factors have been defined, namely: the absolute phase coherence factor FCA, which operates on unwrapped phases, the complex phase coherence factor FCC, which considers the phases having a circular distribution, the phase coherence factor $F C F$, which regard the phases having a linear distribution in $(-\pi, \pi]$, and the sign coherence factor FCS, which quantify the aperture data phases with a single bit. Their main properties, including the grating and side lobe suppression degree provided by the different coherence factors have been analyzed for monochromatic, noise-free waves, as well as for wideband, noisy signals. Experimental results agree with theory.
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# Real-Time Speckle and Impulsive Noise Suppression in 3-D Ultrasound Imaging 

Francisco J. Gallegos-Funes, Jose M. de-la-Rosa-Vazquez, Alberto J. Rosales-Silva and Suren Stolik Isakina<br>National Polytechnic Institute of Mexico Mexico

## 1. Introduction

Ultrasound imaging is considered one of the most powerful techniques for medical diagnosis and is often preferred over other medical imaging modalities because of noninvasive, portable, versatile and low-cost properties (Webb, 2002; Abd-Elmoniem, 2002; Porter, 2001; Shekhar, 2002). A fundamental problem in the field of ultrasound imaging is the speckle noise influence, which is a major limitation on image quality in ultrasound imaging. Imaging speckle is a phenomenon that occurs when a coherent source and a noncoherent detector are used to interrogate a medium, which is rough on the scale of the wavelength. Speckle noise occurs especially in images of the liver and kidney whose underlying structures are too small to be resolved using long ultrasound wavelength. The presence of speckle noise affects the human interpretation of the images as well the accuracy of computer-assisted diagnostic techniques (Nikolaidis, 2000; Kim \& Park, 2001)
The goal of this chapter is the capability and real-time processing features of the robust MML (Median M-type L) filters to remove speckle and impulsive noise in 3-D ultrasound images (Gallegos-Funes et al., 2008, Varela-Benitez et al., 2007). The Texas Instruments DSP TMS320C6711 is used to implement the algorithms (Texas Instruments, 1998; Kehtarnavaz, 2001). Based on the processing time values of each a 3-D filter, different configurations of sweeping cubes (voxels) are used to obtain a balance between the processing time and quality of the restoration of 3-D images (Nikolaidis, 2000). The criteria used to measure the performance of filters are: the peak signal-to-noise ratio (PSNR) to characterize the noise suppression, and the mean absolute error (MAE) to evaluate the preservation of edges and fine details (Bovik, 2000; Astola \& Kuosmanen, 1997; Kotropoulos \& Pitas, 2001; Pitas \& Venetsanopoulos, 1990). Extensive simulation results have demonstrated that the proposed filters can consistently outperform other filters used as comparative by balancing the tradeoff between noise suppression, detail preservation, and processing time.

## 2. Problem formulation

All coherent imaging that include laser, SAR, and ultrasound imagery are affected by speckle noise (Abd-Elmoniem, 2002; Bovik, 2000; Kotropoulos \& Pitas, 2001). Speckle may appear distinct in different imaging systems but it is always manifested in granular pattern due to image formation under coherent waves. A general model for ultrasound speckle noise can be written as (Abd-Elmoniem, 2002),

$$
\begin{equation*}
x(i, j)=S(i, j) \eta_{m}(i, j)+\eta_{a}(i, j) \tag{1}
\end{equation*}
$$

where $x(i, j)$ is a noisy observation (i.e., the recorded ultrasound image) of the twodimensional (2-D) function $S(i, j)$ (i.e., the noise-free image that has to be recovered), $\eta_{m}(i, j)$ and $\eta_{a}(i, j)$ are the corrupting multiplicative and additive speckle noise components, respectively, and $i$ and $j$ are variables of spatial locations that belong to 2-D space of all real numbers $(i, j) \in \mathfrak{R}^{2}$. Generally, the effect of the additive component (such as sensor noise) of the speckle in ultrasound images is less significant than the effect of the multiplicative component (coherent interference). Thus, ignoring the term $\eta_{a}(i, j)$, can be rewritten (1) as (Abd-Elmoniem, 2002),

$$
\begin{equation*}
x(i, j)=S(i, j) \eta_{m}(i, j) . \tag{2}
\end{equation*}
$$

To transform the multiplicative noise model into the additive noise model, we apply the logarithmic function on both sides of (2)

$$
\begin{equation*}
\log x(i, j)=\log S(i, j)+\log \eta_{m}(i, j) \tag{3}
\end{equation*}
$$

or

$$
\begin{equation*}
x^{l}(i, j)=S^{l}(i, j) \eta_{m}^{l}(i, j), \tag{4}
\end{equation*}
$$

where $\eta_{m}^{l}(x, y)$ is approximated as additive white noise. We assume here that the speckle pattern has a white Gaussian noise model. Therefore, the acquisition or transmission of digitized images through sensor or digital communication link is often interfered by impulsive noise (Astola \& Kuosmanen, 1997; Pitas \& Venetsanopoulos, 1990). Thus, the impulsive noise is added to the model (2) as follows (Astola \& Kuosmanen, 1997)

$$
\begin{equation*}
x(i, j)=\eta_{i}\left(S(i, j) \eta_{m}(i, j)\right) \tag{5}
\end{equation*}
$$

where $\eta_{i}(f(i, j))$ is the functional $\eta_{i}(f(i, j))=\left\{\begin{array}{l}\text { random valued spike with probability } P . \\ f(i, j) \text { otherwise }\end{array}\right.$.

## 3. 3-D Median M-type L-filters

Consider the monochromatic 3-D image $x(i, j, k)$ where $i$ and $j$ are the 2-D spatial axes and $k$ is the time axis or may be the third dimension for 3-D images (Nikolaidis \& Pitas, 2000; Kim \& Park, 2001). When the current pixel location is ( $i, j, k$ ), a 11-point window $W(i, j, k)$, is defined as follows (Kim \& Park, 2001):

$$
\begin{align*}
W(i, j, k)= & \{x(i-1, j-1, k), x(i, j-1, k), x(i+1, j-1, k), x(i-1, j, k), x(i, j, k), x(i+1, j, k),  \tag{6}\\
& x(i-1, j+1, k), x(i, j+1, k), x(i+1, j+1, k), x(i, j, k+1), x(i, j, k-1)\}
\end{align*}
$$

From eq. (6), the window $W(i, j, k)$ includes a $3 \times 3$ window centered at the current pixel of the current frame and the current pixel's corresponding pixels in the previous and the next frames, as shown in Figure 1.


Fig. 1. The elements of the 11-point window $W(i, j, k)$.
A 3-D image can be considered as a 3-D matrix $x[i][j][k]$ or $x(i, j, k)$ of dimensions $N_{1} \times N_{2} \times N_{3}$ where $i, j, k$ denote row, column, and slice (image) coordinates, respectively (Nikolaidis \& Pitas, 2000). The 3-D representation is depicted in Figure 2. Each a voxel (volume elements) has physical size $d i \times d j \times d k$ physical units (e.g. $m m^{3}$ or $\mu m^{3}$ ).
Recently (Gallegos \& Ponomaryov, 2004; Gallegos et al., 2005), we proposed the combined RM (Rank M-type) -estimators for applications in image noise suppression. These estimators use the $M$-estimator combined with the $R$-estimator, such as the median or ABST (Ansari-Bradley-Siegel-Tukey) estimator. It was demonstrated that the robust properties of the RM-estimators exceed the robust properties of the base $R$ - and $M$ - estimators for the impulsive and speckle noise suppression (Gallegos \& Ponomaryov, 2004). The RM-estimator used in the proposed 3-D filtering scheme is presented in such a form (Gallegos \& Ponomaryov, 2004; Gallegos et al., 2005):

$$
\begin{equation*}
\theta_{\operatorname{med}}=\operatorname{MED}\left\{X_{p} \tilde{\psi}\left(X_{p}-\operatorname{MED}\{\overrightarrow{\mathbf{X}}\}\right), p=1, \ldots, N\right\} \tag{7}
\end{equation*}
$$

where $\theta_{\text {medM }}$ is the Median M-type (MM) estimator, $X_{p}$ are data samples, $p=1, \ldots, N, \tilde{\psi}$ is the normalized function $\psi: \psi(X)=X \tilde{\psi}(X)$, and $\vec{X}$ is the primary data sample.
The MM-L type filter has been designed using the MM-estimator to increase the robustness of the $L$-filter. The detail description of such a filtering scheme is presented in recent works (Gallegos-Funes et al., 2008; Varela-Benitez et al., 2007), and in here we propose its modifications for 3-D imaging applications. So, the 3-D MM-L (Median M-type L) filter is defined as follows:

$$
\begin{equation*}
\hat{f}_{R M-L}(i, j, k)=\frac{\operatorname{med}\left\{a_{p}\left[X_{p} \cdot \psi\left(X_{p}-\operatorname{med}\{\vec{X}\}\right)\right]\right\}}{a_{\text {med }}}, \tag{8}
\end{equation*}
$$



Fig. 2. 3-D representation as a 3-D array.
where $X_{p} \cdot \psi\left(X_{p}-\operatorname{med}\{\overrightarrow{\mathrm{X}}\}\right)$ represent the selected pixels in accordance with the influence function into a rectangular 3-D grid of voxels, $a_{p}=\int_{p-1 / n}^{p / n} h(\lambda) d \lambda / \int_{0}^{1} h(\lambda) d \lambda$ are the weighted coefficients where $h(\lambda)$ is a probability density function, $a_{\text {med }}$ is the median of coefficients $a_{p}$, the filtering 3-D grid size is $N_{1} \times N_{2} \times N_{3}, N_{p}=(2 L+1)^{2}$ and $l_{p}, m_{p}, n_{p}=-L, \ldots, L$, and $X_{p}$ is the input data sample from the $x(i, j, k)$ of the 3-D image contaminated by noise in the rectangular 3-D grid where $i$ and $j$ are the 2-D spatial axes and $k$ is the time axis (or third dimension). We use in the proposed 3-D filter the Tukey biweight influence function defined as (Hampel et al., 1986; Huber, 1981),

$$
\psi_{\mathrm{bi}(r)}(X)=\left\{\begin{array}{c}
X^{2}\left(r^{2}-X^{2}\right),|X| \leq r  \tag{9}\\
0,|X|>r
\end{array}\right.
$$

where $r$ is connected with the range of $\psi(X)$.
To improve the properties of impulsive noise suppression of the proposed MM L-filter we introduced an impulsive detector, this detector chooses if that voxel is filtered. The impulsive detector used here is defined as (Aizenberg et al., 2003):

$$
\begin{equation*}
\left[\left(\operatorname{rank}\left(X_{i j k}\right) \leq T_{1}\right) \vee\left(\operatorname{rank}\left(X_{i j k}\right) \geq N_{p}-T_{1}\right)\right] \wedge\left|X_{i j k}-\operatorname{MED}(\overrightarrow{\mathrm{X}})\right| \geq T_{2}, \tag{10}
\end{equation*}
$$

where $X_{i j k}$ is the central voxel in the 3 -D grid, $T_{1}>0$ and $T_{2} \geq 0$ are thresholds.
We noted that the weighted coefficients of proposed 3-D filter are calculated using the exponential, Laplacian, and Uniform distribution functions (Pitas \& Venetsanopoulos, 1990; Hampel et al., 1986) by each sliding filter window because the influence function selects
which pixels are used and then compute the weighted coefficients of $L$-filter according with the number of pixels used into the filtering window.
The parameters of the 3-D MM L-filters were found after numerous simulations by means of use a $3 \times 3 \times 3$ grid (i.e., $N_{1} \times N_{2} \times N_{3}=27, l, m, n=-1, \ldots, 1$, and $\left.N_{p}=(2 L+1)^{2}=9\right)$. The idea was to find the parameters values when the criteria PSNR and MAE should be optimum. The optimal parameters of proposed filters are: $T_{1}=3$ and $T_{2}=15$ for the impulsive detector, and $r=15$ for Tukey influence function.
Processing times may change when we use other values for the parameters, increasing or decreasing processing times. The PSNR and MAE values change within the range of $\pm$ (5$10) \%$, it is due to the proposed fixed parameters that can realize the real-time implementation of the 3-D MM L-filters.

## 4. Experimental results

The objective criteria employed to compare the performance of noise suppression of different filters was the peak signal to noise ratio (PSNR) and for the evaluation of fine detail preservation the mean absolute error (MAE) (Bovik, 2000; Pitas \& Venetsanopoulos, 1990):

$$
\begin{gather*}
\mathrm{PSNR}=10 \cdot \log \left[\frac{(255)^{2}}{\mathrm{MSE}}\right], \mathrm{dB}  \tag{11}\\
\text { MAE }=\frac{1}{N_{1} N_{2} N_{3}} \sum_{i=0}^{N_{1}-1} \sum_{j=0}^{N_{2}-1} \sum_{k=0}^{N_{3}-1}|S(i, j, k)-\hat{f}(i, j, k)| \tag{12}
\end{gather*}
$$

where MSE $=\frac{1}{N_{1} N_{2} N_{3}} \sum_{i=0}^{N_{1}-1} \sum_{j=0}^{N_{2}-1} \sum_{k=0}^{N_{3}-1}[S(i, j, k)-\hat{f}(i, j, k)]^{2}$ is the mean square error, $S(i, j, k)$ is the original free noise 3-D image, $\hat{f}(i, j, k)$ is the restored 3-D image, and $N_{1}, N_{2}, N_{3}$ are the sizes of the 3-D image.
The runtime analysis of the 3-D MM L-filters and other concerned filters used as comparative were implemented by using the Texas Instruments DSP TMS320C6711 (Texas Instruments, 1998). This DSP has a performance of up to 900 MFLOPS at a clock rate of 150 MHz . The filtering algorithms were implemented in C language using the BORLANDC 3.1 for all routines, data structure processing and low level I/O operations. Then, we compiled and executed these programs in the DSP TMS320C6711 applying the Code Composer Studio 2.0. The processing time in seconds includes the time for acquisition, processing, and storing data. The described 3-D MM L-filters with Tukey biweight influence function and different distribution functions have been evaluated, and their performance has been compared with different nonlinear 2-D filters which were adapted to 3-D. The filters used as comparative were the modified a-Trimmed Mean (Astola \& Kuosmanen, 1997; Bednar \& Watt, 1984), Ranked-Order (RO) (Astola \& Kuosmanen, 1997; Pitas \& Venetsanopoulos, 1990), Multistage Median (MSM1 to MSM6) (Arce, 1991), Comparison and Selection (CS) (Astola \& Kuosmanen, 1997; Pitas \& Venetsanopoulos, 1990), MaxMed (Nieminen \& Neuvo, 1988), Selection Average (SelAve) (Astola \& Kuosmanen, 1997; Pitas \& Venetsanopoulos, 1990), Selection Median (SelMed) (Astola \& Kuosmanen, 1997; Pitas \& Venetsanopoulos, 1990), Lower-Upper-Middle (LUM, LUM Sharp, and LUM Smooth) (Hardie \& Boncelet, 1993), and Rank M-type K-nearest

Neigbour (RM-KNN) (Ponomaryov et al., 2006) filters. These filters were computed according to their references and were adapted to 3-D imaging. Several experiments were realized to investigate the performances of the different techniques in 3-D imaging (VarelaBenitez et al., 2007).

### 4.1 Experiment 1

Figure 3 shows the 3-D space used to reconstruct the human organ as an object into 3-D space with its real measures. The coordinate $z$ represents each a 2-D image of the sweeping in the 3-D space, and the coordinates $x$ and $y$ represent the height and width of the 2-D image, respectively. Having the 3-D image, one can carry out courts in the different plane $y z$, $x y$, and $x z$.


Fig. 3. 3-D ultrasound image representation.
The experiment 1 was realized by degraded an ultrasound sequence of $640 \times 480$ pixels with 90 frames (3-D image of $640 \times 480 \times 90$ voxels) with 5 and $20 \%$ of impulsive noise and with the natural speckle noise of the 3-D image.
Table 1 presents the performance results of proposed filters and the comparative results of different non linear filters applied to a frame of the original sequence. From Table 1 we observe that when the noise corruption is $5 \%$, the proposed filters almost have the same performances that other filters in terms of noise suppression and detail preservation, but when the noise corruption is high the best results are given by the MM-KNN filters. It can be seen from Table 1 that the processing time for proposed filters is less in comparison with the MM-KNN filters but the times of proposed ones are large in comparison with other filters. It is easy to see that the processing time values for MM L-filters are decreased but the performance criteria PSNR and MAE are sufficiently acceptable (see Table 1) in comparison with other RM filters such as the RM-KNN (Median, Wilcoxon, and ABST -KNN) filters and other filters proposed as comparative.

| 3-D Filters | Impulsive noise percentage |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $5 \%$ |  |  |  |  | $20 \%$ |  |  |
|  | PSNR | MAE | Time | PSNR | MAE | Time |  |  |
| LUM Smooth | 29.94 | 2.75 | 4.122 | 25.26 | 4.87 | 5.754 |  |  |
| LUM Sharp | 17.36 | 17.28 | 4.224 | 15.90 | 20.17 | 5.867 |  |  |
| LUM | 18.53 | 15.51 | 4.317 | 17.59 | 17.68 | 5.984 |  |  |
| MaxMed | 27.10 | 6.24 | 1.1981 | 23.24 | 9.20 | 1.1981 |  |  |
| Modified Trimmed Mean | 24.90 | 7.04 | 2.1716 | 24.71 | 7.35 | 2.1716 |  |  |
| MSM1 | 28.92 | 4.25 | 0.5846 | 26.68 | 5.30 | 0.5846 |  |  |
| MSM2 | 28.13 | 5.06 | 0.5773 | 26.18 | 6.00 | 0.5773 |  |  |
| MSM3 | 27.46 | 5.94 | 1.2681 | 26.88 | 6.46 | 1.2681 |  |  |
| MSM4 | 27.94 | 5.33 | 1.2367 | 27.13 | 5.81 | 1.2367 |  |  |
| MSM5 | 29.44 | 3.77 | 1.2198 | 25.98 | 5.17 | 1.2198 |  |  |
| MSM6 | 28.29 | 5.06 | 1.1667 | 27.67 | 5.45 | 1.1667 |  |  |
| SelAve | 26.83 | 6.97 | 1.9620 | 22.34 | 14.33 | 1.9620 |  |  |
| SelMed | 27.43 | 5.63 | 2.3240 | 26.31 | 6.37 | 2.3240 |  |  |
| RO | 26.50 | 6.67 | 1.6836 | 26.27 | 6.94 | 1.6836 |  |  |
| MM-KNN Cut | 28.83 | 4.27 | 20.49 | 27.91 | 5.14 | 20.63 |  |  |
| MM-KNN Hampel | 28.79 | 4.31 | 20.51 | 27.89 | 5.16 | 21.26 |  |  |
| WM-KNN Hampel | 22.75 | 10.91 | 38.54 | 21.98 | 11.59 | 45.06 |  |  |
| ABSTM-KNN Hampel | 27.45 | 5.21 | 34.14 | 26.77 | 6.00 | 38.00 |  |  |
| MM-L TUKEY Uniform | 28.30 | 4.77 | 3.7731 | 25.93 | 5.69 | 3.7732 |  |  |
| MM-L TUKEY Laplacian | 28.03 | 5.00 | 3.7733 | 25.80 | 5.83 | 3.7733 |  |  |
| MM-L TUKEY | 27.52 | 5.63 | 3.7732 | 24.84 | 7.01 | 3.7737 |  |  |

Table 1. Performance results of different filters in a frame of ultrasound sequence degraded with impulsive noise.
Figure 4 displays the visual results in terms of restored images obtained by the use of different filters according to Table 1 by means of use the $x z$ plane. In Figure 4, we can see that the proposed MM L-filters provide good results in noise suppression and detail preservation.

### 4.2 Experiment 2

The experiment 2 was performed in the same sequence but it was degraded with 0.05 and 0.1 of variance of speckle noise added to the natural speckle noise of the sequence. The performance results are depicted in Table 2 by use of a frame in the $x y$ plane of the sequence. From Table 2 we observe that the 3-D MM L-filters provide the best results in comparison to other comparative filters proposed. Figure 5 exhibits the visual results of restored images obtained by use of different filters according to Table 2, we observe that the proposed filters provide the best results in speckle noise suppression and detail preservation in comparison with other filters used.


Fig. 4. Visual results in a frame of ultrasound sequence. a) original frame, b) frame degraded by $20 \%$ of impulsive noise, c) restored frame by MSM5 filter, d) restored frame by MM-KNN (Hampel) filter, e) restored frame by MM L-filter (Exponential), f) restored frame by MM Lfilter (Laplacian).

| 3-D Filters | Speckle noise variance |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 0.05 |  | 0.1 |  |
|  | PSNR | MAE | PSNR | MAE |
| CS | 15.44 | 32.88 | 13.84 | 39.78 |
| LUM Smooth | 17.92 | 25.14 | 15.44 | 33.82 |
| LUM Sharp | 15.63 | 30.93 | 14.44 | 36.43 |
| LUM | 15.52 | 31.43 | 14.38 | 36.75 |
| MaxMed | 18.56 | 24.21 | 15.92 | 32.91 |
| Modified a-Trimmed Mean | 20.42 | 15.12 | 19.10 | 18.66 |
| MSM1 | 20.57 | 17.62 | 18.06 | 23.68 |
| MSM2 | 20.48 | 17.79 | 18.04 | 23.73 |
| MSM3 | 22.42 | 14.21 | 20.26 | 18.46 |
| MSM4 | 21.70 | 15.40 | 19.35 | 20.35 |
| MSM5 | 19.55 | 20.21 | 16.96 | 27.44 |
| MSM6 | 22.08 | 14.69 | 19.74 | 19.37 |
| SelAve | 21.18 | 17.65 | 19.19 | 22.81 |
| SelMed | 20.84 | 15.75 | 19.01 | 20.09 |
| RO | 21.59 | 14.520 | 19.80 | 18.18 |
| MMA | 21.57 | 15.169 | 19.04 | 20.80 |
| MM-KNN Hampel | 29.88 | 5.016 | 28.618 | 5.743 |
| MM-L TUKEY Uniform | 28.80 | 5.646 | 28.19 | 6.020 |
| MM-L TUKEY Laplacian | 28.03 | 6.261 | 26.30 | 7.666 |
| MM-L TUKEY Exponential |  |  |  |  |

Table 2. Performance results of different filters in a frame of ultrasound sequence degraded with speckle noise.


Fig. 5. Visual results in a frame of ultrasound sequence. a) Original frame, b) frame degraded by 0.05 of variance of speckle noise, c) restored frame by MSM6 filter, d) restored frame by MM-KNN filter, e) restored frame by MM L-filter (Uniform), f) restored frame by MM-L filter (Laplacian).

### 4.3 Experiment 3

Experiment 3 is related to different voxels cube configurations to provide better noise reduction. Figure 6 shows nine configurations of voxels used in the proposed 3-D filtering algorithms. It is obvious that by using less voxels in the different cube configurations the processing time can be decreased. In this experiment the ultrasound sequence was degraded


Fig. 6. Different configurations of processing cube.
with $20 \%$ of impulsive noise. Then, we implemented different cube configurations in the $\alpha$ Trimmed Mean, MM-KNN, and MM L filters.
Table 3 presents the performance results of different filters in the case of use different cube configurations in the $x y$ plane of the sequence. From this Table, the MM-KNN and $\alpha-$ Trimmed Mean filters provide better results in terms of PSNR in comparison with the MM L-filter but in the MAE performance the proposed filter provides the better results. About the processing time of the algorithms, the proposed MM L-filter has less processing time in comparison with the MM-KNN filter.

### 4.4 Discussion of results in ultrasound imaging

From the results presented in this chapter (see Tables 1-3) we conclude that the proposed MM L-filters can suppress the speckle noise with detail preservation better than other filters proposed in the literature. In the case of impulsive noise suppression the proposed filters have good performance in comparison with other filters proposed in the literature. Finally, the processing time of MM L-filters is acceptable to process 3-D images in real time applications because the proposed filters can process QCIF video format with standard film velocity for computer vision systems.

### 4.5 Experiment 4

We also process real video sequences to demonstrate that the proposed method potentially can provide a solution to quality video transmission. In the case of this test we use one frame of the video sequences "Carphone" and "Miss America" that were corrupted by mixed noise of $20 \%$ of impulsive noise and 0.1 of variance of speckle noise. The PSNR and MAE performances are depicted in Table 4. The visual results of the processing frames in the case of a frame of video sequence "Carphone" are displayed in Figure 7 according with Table 4.

| Voxel Configuration | 20\% of impulsive noise |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MM-KNN filter |  |  | Modified a-trimmed mean filter |  |  |
|  | PSNR | MAE | $\begin{gathered} \text { Time } \\ \text { (secs.) } \end{gathered}$ | PSNR | MAE | $\begin{gathered} \hline \text { Time } \\ \text { (secs.) } \end{gathered}$ |
| a | 28.41 | 4.54 | 1.6425 | 26.32 | 6.98 | 0.6398 |
| b | 29.41 | 4.42 | 1.9082 | 28.24 | 5.69 | 0.7127 |
| c | 28.77 | 5.28 | 4.8228 | 28.75 | 5.49 | 0.8267 |
| d | 28.86 | 5.16 | 5.1989 | 28.88 | 5.35 | 0.8269 |
| e | 28.71 | 5.29 | 4.8159 | 28.68 | 5.49 | 0.8267 |
| f | 28.68 | 5.30 | 4.8297 | 28.66 | 5.50 | 0.8268 |
| g | 28.43 | 5.23 | 10.0552 | 28.30 | 5.68 | 1.3775 |
| h | 28.19 | 5.38 | 10.0775 | 28.04 | 5.85 | 1.3769 |
| i | 27.92 | 5.14 | 20.6575 | 25.75 | 7.76 | 2.1716 |
|  | MM L-filter Uniform |  |  |  |  |  |
|  | PSNR | MAE | Time (secs.) |  |  |  |
| a | 26.83 | 5.81 | 1.1485 |  |  |  |
| b | 27.67 | 5.00 | 1.1627 |  |  |  |
| c | 27.57 | 5.06 | 2.3251 |  |  |  |
| d | 28.30 | 4.31 | 2.3247 |  |  |  |
| e | 27.53 | 5.10 | 2.3289 |  |  |  |
| f | 27.54 | 5.11 | 2.3254 |  |  |  |
| g | 28.07 | 4.55 | 3.4934 |  |  |  |
| h | 27.44 | 5.21 | 3.4993 |  |  |  |
| i | 27.77 | 4.85 | 4.7732 |  |  |  |

Table 3. Performance results by use different cube configurations in a frame of ultrasound sequence degraded with impulsive noise.

| Filters | $20 \%$ of impulsive noise and 0.1 of variance of speckle noise |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Carphone |  | Miss America |  |
|  | PSNR | MAE | PSNR | MAE |
| MM L Exponential, ND | 18.8798 | 20.4191 | 21.5452 | 15.0880 |
| MM L Laplacian, ND | 20.4120 | 16.1230 | 24.1252 | 9.1169 |
| MM L Uniform, ND | 20.8869 | 15.1964 | 24.5764 | 8.4784 |
| MM L Exponential, D | 19.5138 | 18.6947 | 22.4313 | 12.6873 |
| MM L Laplacian, D | 20.7843 | 15.5185 | 23.9603 | 9.9071 |
| MM L Uniform, D | 21.1308 | 14.8694 | 24.5236 | 8.5236 |

Table 4. Performance results in a frame of video sequences "Carphone" and "Miss America" degraded with $20 \%$ of impulsive noise and 0.1 of variance of speckle noise by the use of different filters, where ND is without noise detector and D is with noise detector.


Fig. 7. Visual results in a frame of video sequence "Carphone", a) Original frame of "Carphone", b) Frame degraded with mixed noise of $20 \%$ of impulsive noise and 0.1 of variance of speckle noise, c) Restored frame with the proponed filter without noise detector, d) Restored frame with the proposed filter with noise detector.

### 4.6 Experiment 5

To demonstrate the performance of the proposed filtering scheme we apply it for filtering of the SAR images, which naturally have speckle noise. The results of such a filtering are presented in the Figure 8 in the case of the SAR image "Pentagon". It is possible to see analyzing the filtering images that speckle noise can be efficiently suppressed, while the sharpness and fine feature are preserved using the proposed MM L-filter.


Fig. 8. Comparative results of despeckled SAR image. a) Original image "Pentagon", resolution 1m, source Sandia National Lab., b) Despeckled image with the MM L-filter without noise detector, c) Despeckled image with the MM L-filter with noise detector.

## 5. Conclusions

In this chapter is presented a real-time implementation of the 3-D MM L-filter for impulsive and multiplicative noise suppression with good detail preservation by means of use of DSP TMS320C6711. Different simulation results have demonstrated that the proposed filters consistently outperform other filters by balancing the tradeoff between speckle and impulsive noise suppression, detail preservation, and processing time. The proposed filter potentially provides a real-time solution to quality video transmission. The use of the linear combinations of order statistics ( $L$-filter) with the MM-estimator provide to proposed 3-D MM L-filter better performance in terms of speckle noise in comparison with the 3-D RMKNN filtering algorithm. In the case of impulsive noise the proposed filter provides good results in comparison with different filters found in scientific literature.
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# Tissue Harmonic Imaging with Coded Excitation 
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## 1. Introduction

It becomes more important to obtain medical ultrasound images with higher signal-to-noise ratio (SNR) and higher spatial resolution. In the last decade, tissue harmonic imaging (THI) and coded excitation to medical ultrasound imaging have been investigated. Coded excitation can overcome the trade-off between spatial resolution and penetration, which occurs when using the conventional pulse (Chiao, 2005), (Hu et al., 2001), (Tanabe et al., 2008). It is said that chirp signal is the most robust code for medical ultrasound image (Misaridis \& Jensen, 2005). THI can acquire higher spatial resolution image and has been used in the commercial medical ultrasound system. A combination of coded excitation and THI (coded THI) has been investigated (Arshadi et al., 2007), (Hu et al., 2001), (Song et al., 2010), (Tanabe et al., 2010).
As a problem of THI, the frequency bandwidths of the fundamental and the harmonic components often overlap. The spectral overlap causes degradation of spatial resolution and the undesirable artifact. For the solution to the problem, only the harmonic component is extracted by pulse inversion (PI) method. However, if reflectors in the region of interest (ROI) move even a little, the fundamental components of echos are not cancelled completely. The intensity of the extracted harmonic components is still much smaller than the intensity of the residual fundamental component. Hence, the residual fundamental component has a bad effect on THI.
In sections II through IV, THI, coded excitation, and the combination of them are explained. In section V, we propose a new method which can extract broader bandwidth of the harmonic component for coded THI. The feasibility of the method is evaluated with experiments and simulations, and the expected performance in term of axial resolution and SNR has been verified.

## 2. Tissue harmonic imaging

THI has become a more common option for B-mode scanning. THI makes use of the nonlinearity of the sound propagation in the medium. The equation of a sound velocity $c$ is expressed as

$$
\begin{equation*}
c=c_{0}+\frac{1}{\rho_{0} c_{0}}\left(\frac{B}{2 A}+1\right) p \tag{1}
\end{equation*}
$$

where $c_{0}$ is a sound velocity at atmospheric pressure, $\rho_{0}$ is an atmospheric density, $B / A$ is a nonlinear parameter, and $p$ is a sound pressure. The sound velocity increases at high acoustic pressures, and decreases at negative high acoustic pressures, and thus, the signal is distorted, as shown in Fig. 1(a). The harmonic components generate gradually, so that THI can obtain further region of interest. Additionally, The beamwidth of the harmonic component is narrower than that of the fundamental component. Therefore, THI can suppress sidelobe artifacts. However, there is frequency dependent attenuation (FDA) in human body, thus, the harmonic components attenuate more greatly than the fundamental components. Therefore, it is said that the intensity of the harmonic component depends on the propagation distance and the excitation intensity.
The amplitude of the harmonic component is much smaller than that of the fundamental component, thus, THI suffers from the poor SNR, resulting in limited penetrating depth.


Fig. 1. THI. (a) Initial signal (solid line) and distorted signal (dash line). (b) Frequency spectrum of distorted signal.

## 3. Coded excitation

Next, let me explain coded excitation with linear chirp signal. The linear chirp signal is defined as a signal which frequency changes linearly, as described below

$$
\begin{equation*}
s(t)=\sin \left[2 \pi\left(f_{0}+\frac{B}{2 T} t\right) t\right], \text { for } 0 \leq t \leq T, \tag{2}
\end{equation*}
$$

where $f_{0}$ is a starting frequency, $B$ is a frequency bandwidth, and $T$ is a time duration. An example of the linear chirp signal and its frequency spectrum are shown in Figs. 2 (b) and 2 (c). To decode the signal, auto-correlation function (ACF) is calculated as

$$
\begin{equation*}
\operatorname{ACF}(\tau)=\int_{-\infty}^{\infty} s(t) s(t-\tau) d t, \tag{3}
\end{equation*}
$$

where $\tau$ is a time shift. The ACF and its envelope are shown in Fig. 2(d). The half-bandwidth of the decoded signal is $1 / B$ [s]. The SNR improvement is determined by the product of the duration $T[\mathrm{~s}]$ and the bandwidth $B[\mathrm{~Hz}]$ of the signal; it is called time-bandwidth product (TBP). An unmodulated pulse of duration $T$ [s] at a carrier frequency $f_{c}\left(=f_{0}+B / 2\right)[\mathrm{Hz}]$ has a frequency bandwidth $B=1 / T[\mathrm{~Hz}]$ around $f_{c}[\mathrm{~Hz}]$. The SNR of the decoded signal is
$T B$ times higher than the unmodulated pulse. An advantage of chirp signal is to design the frequency bandwidth within the system properties.


Fig. 2. Chirp signal with rectangular window. Time duration is $24 \mu \mathrm{~s}$, and frequency is $2.5-5$ MHz. (a) Window shape, (b) time domain, (c) frequency spectrum, and (d) ACF (solid line) and its envelope (dashed line).

As shown in Fig. 2(d), the rectangular window causes a range sidelobe. The range sidelobe has a bad effect on imaging. For suppression of the sidelobe, the signal is weighted by a window function. For example, the Hanning window $w_{1}(t)$ is expressed as

$$
\begin{equation*}
w_{1}(t)=0.5-0.5 \cos (2 \pi t / T) \text { for } 0 \leq t \leq T \tag{4}
\end{equation*}
$$

Figure 3 describes a Hanning weighted chirp signal. As shown in Fig. 3(d), the ACF of the Hanning window doesn't cause a range sidelobe. However, the half pulse-width is wider than that of the rectangular window as shown in Figs. 2(d) and 3(d).
It is said that there is a trade-off between the range sidelobe level and the half pulse-width. As a derived form of the Hanning window, the Hanning window is applied at starting and ending parts of the signal below

$$
w_{2}(t)= \begin{cases}0.5-0.5 \cos (\pi t /(d T)) & (0 \leq t \leq d T)  \tag{5}\\ 1 & (d T \leq t \leq(1-d) T) \\ 0.5-0.5 \cos (\pi(t-T) /(d T)) & ((1-d) T \leq t \leq T)\end{cases}
$$

where, $d$ is the starting and the ending ratio. Figure 4 describes a chirp signal with the window in which $d$ is 0.3 .


Fig. 3. Chirp signal with Hanning window. Time duration is $24 \mu \mathrm{~s}$, and frequency is $2.5-5$ MHz. (a) Window shape, (b) time domain, (c) frequency spectrum, and (d) ACF (solid line) and its envelope (dashed line).


Fig. 4. Chirp signal with partial Hanning window ( $d=0.3$ ). Time duration is $24 \mu \mathrm{~s}$, and frequency is $2.5-5 \mathrm{MHz}$. (a) Window shape, (b) time domain, (c) frequency spectrum, and (d) ACF (solid line) and its envelope (dashed line).

The window shapes and the ACFs with various $d$ are shown in Figs. 5(a) and 5(b).


Fig. 5. (a) Window shapes and (b) envelopes of ACFs with various $d$. Time duration is $24 \mu \mathrm{~s}$, and frequency is $2.5-5 \mathrm{MHz}$.

It is said that the window shape has an influence on the spatial resolution and the sidelobe level and that there is a trade-off between the spatial resolution and the sidelobe level.
In actual use, after transmission of $s(t)$, an echo signal $r(t)$ is received. To decode the signal, the cross-correlation function (CCF) is calculated as

$$
\begin{equation*}
\operatorname{CCF}(\tau)=\int_{0}^{\infty} r(t) s(t-\tau) d t \tag{6}
\end{equation*}
$$

## 4. Coded tissue harmonic imaging and spectral overlap consideration

To obtain both sufficient SNR and spatial resolution, a method which combines THI and coded excitation, has been proposed. When a chirp signal is transmitted into the medium, the obtained echo has harmonic components. The harmonic component of the chirp is also chirp because chirp maintains their coded phase relationship in the harmonic domain (Misaridis \& Jensen, 2005). Therefore, the harmonic component can be compressed with a matched filter. The template signal used in the matched filter for the harmonic component is designed as the same time duration, and twice as bandwidth as the fundamental component of the chirp as

$$
\begin{equation*}
m(t)=\sin \left[2 \pi\left(2 f_{0}+\frac{B}{T} t\right) t\right] . \text { for } 0 \leq t \leq T \tag{7}
\end{equation*}
$$

If the harmonic and the fundamental components are not overlapped in frequency domain, the harmonic component can be isolated by bandpass filtering (BF) as shown in Fig. 6(a). However, if the harmonic component overlaps the fundamental component in frequency domain due to the frequency broadness of the transmitted signal, the overlapped part of the harmonic component cannot be extracted. Therefore, in the BF, the extracted bandwidth has to be narrower, and thus, the image quality becomes poor, as shown in Fig. 6(b).
For avoiding the spectral overlap in THI, pulse inversion (PI) method has been used. The PI transmits two phase-inverted pulses, as shown in Fig. 7. By simply summing two echo signals, the harmonic component is doubled, and the fundamental component is cancelled, as shown in Fig. 8. However, if the PI is used for fast moving target such as cardiac valves, phase decorrelation occurs and the cancellation of the fundamental component cannot be done.


Fig. 6. Bandpass filter (a) when overlap doesn't occur and (b) occurs.


Fig. 7. (a) (b) Transmitted signals of pulse inversion and (c) (d) harmonic components of received signals.


Fig. 8. Sum of received signals of pulse inversion.
In coded THI, there still remains the problem of the spectral overlap, which exists in THI. The matched filter is designed for the harmonic component. There is a cross-correlation between the fundamental frequencies of received echo and the second harmonic matched filter. As a result, an undesirable peak occurs at different time from the time of arrival.
By suppressing the bandwidth to avoid the spectral overlap, the problem does not occur as shown in Fig. 6(b), but the spatial resolution becomes worse. As mentioned above, we can of course also apply the PI, but the method is susceptible to the target motion.
In this study, a novel harmonic isolation method is proposed, and the impact of spectral overlap is examined through simulations and experiments.

## 5. Method

### 5.1 Principle

In this section, we explain the proposed method. The method uses multi chirp signals. The spectrum of the each signal is designed for not overlapping between the fundamental and harmonic components. The each chirp signal is transmitted separately, and only the harmonic component of the echo signal can be extracted by the bandpass filter simply. Consequently, decoding with the isolated harmonic components, high spatial resolution signal with high SNR can be obtained.

### 5.2 Coding process

When the number of excitations is defined as $N$, the $i^{t h}$ chirp signal $s_{i}(t)(i=1,2, \ldots, N)$ is expressed as

$$
\begin{gather*}
s_{i}(t)=\alpha(t) \sin \left\{2 \pi\left[f_{i}+\frac{B}{2 T} \cdot t\right] \cdot t\right\}, \quad(0 \leq t \leq T / N),  \tag{8}\\
f_{i}=f_{0}+\frac{B(i-1)}{N}, \tag{9}
\end{gather*}
$$

where $\alpha(t)$ is the amplitude modulation, $f_{i}$ is the $i^{\text {th }}$ starting frequency, $B / N$ is the bandwidth of each shot, $T / N$ is the time duration of each shot.

### 5.3 Matched filter and decoding process

After transmission, $N$ echo signals are received. The harmonic component of the each echo signal is separated from the fundamental component. Therefore, it is easy to isolate the harmonic component by bandpass filtering.
For decoding with the harmonic components, the each matched filter $m_{i}(t)$ has a same time duration and a twice frequency bandwidth as the transmitted signal.

$$
\begin{equation*}
m_{i}(t)=\alpha(t) \sin 2 \pi\left[2 f_{i}+\frac{B}{T} t\right] t, \quad(0 \leq t \leq T / N) . \tag{10}
\end{equation*}
$$

The echo signals $r_{i}(t)_{i=1,2, \ldots, N}$ are decoded bellow

$$
\begin{equation*}
\operatorname{CCF}(\tau)=\sum_{i=1}^{N}\left[\int_{0}^{\infty} r_{i}(t) m_{i}(t-\tau) d t\right] . \tag{11}
\end{equation*}
$$

The TBP of the decoded signal is assumed as TB below

$$
\begin{equation*}
(T / N \times N) \times(B / N \times N)=T B . \tag{12}
\end{equation*}
$$

## 6. Experiments and simulations

### 6.1 Experimental procedure

To evaluate the proposed method, in vitro experiments are conducted. The stainless steel block is placed in a water tank. The signal is transmitted by a transducer (KB-AEROTECH MLB50DL, the center frequency is 5 MHz ). Figure 9 describes the experimental circumstance. In the proposed method, $N$ is 2 , the frequencies of the proposal are $2.5-3.7 \mathrm{MHz}$ and $3.6-5$ MHz , the time duration $13.5 \mu \mathrm{~s}$, each $3 \mu \mathrm{~s}$ of the start and the end of the signal is half of the Hanning window ( $d=3 / 13.5$ )..
For comparison, conventional coded THI method is also used. The frequency of the conventional type is $2.5-5 \mathrm{MHz}$, time duration $24 \mu \mathrm{~s}$, and each $3 \mu \mathrm{~s}$ of start and end of the signal is half of the Hanning window $(d=0.125)$. The time duration of conventional coded THI is adjusted as sum of two signals of the proposed method. Figures 10, 11(a) and (b) describe the transmitted signals.

### 6.2 Axial resolution

The received echo signals are shown in Figs. 12(a), 13(a) and 13(b). As shown in Fig. 12(b), in conventional coded THI, the harmonic component is overlapped with the fundamental component at -30 dB . While, as shown in Fig. 14, in proposal, the each harmonic component is overlapped with the fundamental component at approximately -55 dB and -60 dB . Therefore, it is obvious that the proposed method can obtain the harmonic component more easily than the conventional method.
Subsequently, envelopes of the CCFs are shown in Figs. 15 and 16. In Figs. 15 and 16, the solid and the dashed lines describe the CCF using the fundamental and the harmonic components, respectively. Fig. 15 (b) is a part at $86-90 \mu$ s of Fig. 15(a). As shown in Fig. 15(b), it is shown that the CCF of the harmonic component is narrower than that of the fundamental component. However, in conventional coded THI, it is shown that the CCF with the harmonic component has an artifact at approximately $110 \mu \mathrm{~s}$, as shown in Fig. 15(a). The artifact is the


Fig. 9. Experimental circumstance
cross-correlation between the fundamental component of the echo signal and the harmonic matched filter. The CCF of the proposal, there is no artifact such as the conventional THI, and the CCFs of the fundamental and the harmonic components have the same axial resolution as that of the conventional THI.


Fig. 10. Transmitted signal of conventional coded THI.

### 6.3 SNR

To examine the SNR of the proposed method, the decibel representations of the envelopes of the CCFs in conventional coded THI are shown in Figs. 17(a) and (b), and those of


Fig. 11. Transmitted signals of proposed coded THI. (a)1st and (b)2nd shots.


Fig. 12. Echo signal of conventional coded THI in (a)time domain and (b)frequency domain.


Fig. 13. Echo signals of proposed coded THI in time domain. (a)1st and (b)2nd shots.


Fig. 14. Echo signals of proposed coded THI in frequency domain. (a)1st and (b)2nd shots.


Fig. 15. Envelope of CCF of conventional coded THI at (a)85-135 $\mu \mathrm{s}$ and (b) $86-90 \mu \mathrm{~s}$.


Fig. 16. Envelope of CCF of proposed coded THI at (a)85-135 $\mu \mathrm{s}$ and (b)86-90 $\mu \mathrm{s}$.
proposed method are shown in Figs. 18(a) and (b). As compared with conventional coded THI, excepting the artifact at approximately $110 \mu \mathrm{~s}$, it is shown that the proposed method can obtain almost the same SNR.


Fig. 17. SNR of conventional coded THI. CCF with (a)fundamental and (b)harmonic components.


Fig. 18. SNR of proposed coded THI. CCF with (a)fundamental and (b)harmonic components.

### 6.4 Tissue motion effects

The robustness of the proposal method against tissue motion is evaluated through FEM simulator PZFlex (Weidlinger Associates, Inc.). In a water tank, a point sound source is excited, and monitored from 6 cm away. In proposal, the number of shots N is 2 , the each time duration is $20 \mu \mathrm{~s}$, and the each frequency is $2-3.8$, and $3.2-5 \mathrm{MHz}$, separately. For comparison, the pulse inversion method is also evaluated. In the PI method, the each transmitted signal is $2-5 \mathrm{MHz}$ and $20 \mu \mathrm{~s}$. Time difference $\xi$ between two shots is caused by tissue motion. In this study, the Doppler shift is ignored, and the time difference $\xi$ is given as time shift artificially.
The received signals are shown in Figs. 19 and 20. When $\xi=0 \mu \mathrm{~s}$, as shown in Figs. 21(a),the fundamental components are cancelled completely, and the CCF can be conducted,
as shown in Figs. 21(a) and (b). When $\xi=0.05 \mu \mathrm{~s}$, as shown in Figs. 22(a), the fundamental components are not cancelled and and the spectral overlap occurs. As described in Fig. 22(b), the cross-correlation between the fundamental component and the harmonic matched filter occurs.
Figured 23 and 24 show the results of the proposed method. When $\xi=0 \mu \mathrm{~s}$, as shown in Fig. 23(b), the half pulse-width is the same as that of the PI. When $\xi=0.05 \mu \mathrm{~s}$, as shown in Fig. 24(b), the half-width of CCF is wider than that when $\xi=0 \mu \mathrm{~s}$, however, the cross-correlation like the PI does not occur.


Fig. 19. Received signals of conventional coded THI with PI. (a)1st and (b)2nd shots.


Fig. 20. Received signals of proposed coded THI. (a)1st and (b)2nd shots.

## 7. Conclusion

In this study, we proposed a new method which can avoid the occurrence of the spectral overlap. From the experimental results, it was shown that the proposed method can extract harmonic component. In simulations, it was shown that the proposed method can suppress the tissue motion effects compared with the PI.
This study is assumed that the imaging target has the static aspect. Although the Doppler shift was ignored in this study, the proposed method is still valid if the target moves at the constant speed. In future work, we will consider a situation that the target moves at an accelerating pace.


Fig. 21. Received signals of conventional coded THI with PI when $\xi=0 \mu$ s. (a) Frequency spectrum and (b) CCF.


Fig. 22. Received signals of conventional coded THI with PI when $\xi=0.05 \mu$ s. (a) Frequency spectrum and (b) CCF.


Fig. 23. Received signals of proposed coded THI when $\xi=0 \mu$ s. (a) Frequency spectrum and (b) CCF.


Fig. 24. Received signals of proposed coded THI when $\xi=0.05 \mu$ s. (a) Frequency spectrum and (b) CCF.
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# Ultrasonic Measurement and Imaging with Lateral Modulation - Echo, Tissue Motion and Elasticity 

Chikayoshi Sumi<br>Sophia University<br>Japan

## 1. Introduction

It is remarkable that the pathological state of human soft tissues highly correlates with static and low-frequency mechanical properties, particularly shear elasticity (e.g., Sumi, 2005d). Accordingly, we have been developing ultrasonic (US)-strain-measurement-based onedimensional (1D) (Sumi et al., 1993, 1995a, 2010f; Sumi, 1999b, 2005d, 2008a, 2010d; Sumi \& Matsuzawa, 2007b), 2D (Sumi et al., 1993, 1995a; Sumi, 1999c, 2005d, 2006b, 2007g, 2008a, 2008c, 2010d) and 3D (Sumi, 1999c, 2005d, 2006b, 2007g, 2010d) shear or Young modulus reconstruction/imaging techniques as differential diagnostic tools for deseases of various in vivo tissues, such as the breast (Sumi, 1999a, 2005b, 2005d; Sumi \& Matsuzawa 2007b; Sumi et al., 1995b(strain), 1996, 1997, 1999b, 2000b) and liver (Sumi et al., 2001a, 2001b; Sumi, 2005d), i.e., cancerous deseases etc. Other soft tissues such as heart or blood vessel are also our targets, i.e., myocardinal infraction, atherosclerosis etc. After the first report of the differential type inverse problem of shear modulus by Sumi (1993, 1995a), immediately the results obtained on agar phantoms [e.g., Sumi et al., 1994a(strain \& shear modulus), 1994b, 1995d], in vivo breasts (e.g., Sumi et al., 1995b, 1996, 1997; Sumi, 1999a, 1999b) and in vivo liver (e.g., Sumi et al., 2000a, 2001a, 2001b; Sumi 2005d) were reported. For such in vivo tissues, a suitable combination of simple, minimally invasive therapy techniques such as chemotherapy, cryotherapy, and thermal therapy (e.g., Sumi, 2005d; Sumi et al., 2001a) etc with our reconstruction techniques would lead to an innovative, new clinical strategy that would enable differential diagnosis followed by immediate treatment so that overall medical expenses could be substantially reduced (Sumi, 2005d). This is because our developed techniques allow non-invasive confirming of a treatment effectiveness in realtime, i.e., a degeneration. Our early reports on the interstitial rf/micro wave thermal coagulation thrapy are Sumi et al., 2000a, 2001b; Sumi, 2005d, etc.
In the respective 1D, 2D and 3D techniques, a 1D (axial) displacement field, and 2D and 3D displacement vector fields generated by compression, vibration, heart motion, radiation force etc are measured to obtain 1D (axial) strain, and 2D and 3D strain tensor fields by partial differentiation. Many other researchers are also developing shear modulus reconstruction methods (e.g., Kallel \& Bertrand, 1996; Plewes et al., 2000; Doyley et al., 2005) based on various displacement/strain measurement methods, e.g., conventional 1D Doppler method (Wilson \& Robinson, 1982) and 1D autocorrelation method (1D AM) (Kasai et al.,

1985; Loupas et al., 1995) for blood flow measurement, and 1D (Ophir et al., 1991) or multidimensional (Yagi \& Nakayama, 1988; Bohs \& Trahey, 1991) crosscorrelation method (CCM). Now, various tissue motion and elasticity measurement/imaging have been performed over the world (see also references in Sumi et al., 2008i). In our case, other low frequency mechanical properties or quantities can also be reconstrcuted or measured, e.g., Poisson's ratio or Bulk modulus (Sumi, 2006b), density or inertia (Sumi, 2006b,2010d), viscoelasticity (e.g., Sumi, 2005d; Sumi et al., 2005a) and mechanical source (e.g., Sumi \& Suekane, 2009e). Fluid such as blood is also our target (Sumi \& Suekane, 2009e). These methods will also be used for a non-destructive evaluation, e.g., food engineering etc.
Previosuly, we reported a multidimensional phase matching method (Sumi et al., 1995d; Sumi, 1999a, 2008b) together with three novel methods of measuring a multidimensional displacement vector using a US signal phase, i.e., the multidimensional cross-spectrum phase gradient method (MCSPGM) (Sumi et al., 1995d; Sumi, 1999a, 2008b), multidimensional autocorrelation method (MAM) (Sumi, 2002c, 2005c, 2008b) and multidimensional Doppler method (MDM) (Sumi, 2002c, 2005c, 2008b). These methods can be applied to the measurement of the tissue strain tensor for above-mentioned shear modulus reconstruction (breast, liver, heart etc.), blood flow vector, sonar data, and other target motions. That is, the multidimensional phase matching allows coping with the decorrelation generated by out-ofmotion from a beam or a 2D frame. Although the CCM requires the numerical interpolation of the crosscorrelation function using cosine, parabolic functions, etc to yield analogue displacement vector data, our developed multidimensional methods do not require such interpolation. That is, these methods require only sampled echo data and then do not suffer any artifact errors due to such interpolation. Specifically, in MCSPGM (Sumi et al., 1995d; Sumi, 1999a, 2008b), a local displacement vector is estimated using the local echo phase characteristics, i.e., from the gradient of the phase of the local cross-spectrum evaluated from the local region echo data. In contrast, the other two methods use an instantaneous US phase (Sumi, 2002c, 2005c, 2008b). By performing the multidimensional phase matching using a coarsely measured displacement data by a multidimensional cross-correlation method (MCCM) (Sumi et al., 1995d; Sumi, 1999a, 2008b) or MCSPGM using sampled echo data spatially thinned out (Sumi, 2005d, 2008b), all the methods enable simultaneous axial, lateral and elevational displacement measurements. The multidimensional phase matching method can cope with the decorrelation of local echo data and aliasing that occurs due to a large displacement, i.e., by searching for corresponding local echo data. Significantly, this phase matching method improves the measurement accuracies of multidimensional methods. As shown by simulations (Sumi, 2008b), the accuracies of the multidimensional displacement vector measurement methods are comparable; however, MAM and MDM require less computational time (particularly, MDM) than MCSPGM.
Generally, when using such displacement vector measurement methods, the measurement accuracy of lateral displacement was lower than that of axial displacement (Sumi et al, 1995d; Sumi, 1999a, 1999c, 2005c, 2008b; Sumi \& Sato, 2007c; Sumi \& Ebisawa, 2009a). Even if the target dominantly moves or becomes deformed in the lateral direction, our simultaneous measurements using the multidimensional phase matching result in the accurate measurement of axial displacement (Sumi, 2007f; Sumi et al., 1995b, 1995c). The multidimensional phase matching method also enabled us the high accuracy manual axial strain measurement (e.g., for breast, Sumi, 2005b, 2005d; Sumi \& Matsuzawa, 2007b; Sumi et al., 1995b, 1996, 1997, 1999b, 2000b; liver, Sumi et al., 2001a, 2005d; others). By Sumi (1995b), the manual strain measurement was made possible by using multidimensional rf-echo
phase matching (cf. the first reports of shear modulus reconstrcution on in vivo beast, Sumi et al., 1996 and 1997; liver, Sumi et al., 2001b). Over the world, such an axial strain measurement/imaging by a manual axial compression using a US transducer has been clinically used. The modality is called as Elastography as named by Ophir (Ophir et al., 1991; Cespedes et al., 1993; Garra et al., 1997). Although the mesurement accuracy is significantly lower, some convetional 1D displacement measurement methods are also used instead of the multidimensional methods (e.g., Sumi 1999c; Sumi \& Ebisawa, 2009a), i.e., ones originally used only for an axial displacement measurement along the axial direction. (e.g., Loupas at al., 1995; AM by Yamakawa \& Shiina, 2001).
In our case, the measuement of axial strains generated by the axial compression or an arbitrary mechanical source are used for a multidimensional imaging of 1D reconstrcution (Sumi et al., 1993, 1995a, 2010f; Sumi, 1999c, 2005d, 2008a, 2010d; Sumi \& Matsuzawa, 2007b). On the basis of the calculation of an axial strain ratio, several 1D reconstrcution methods were developed by Sumi. When the measurement accuracy of the axial strain is low, e.g., during thermal treatment (Sumi, 2005d; Sumi et al., 2001a), being dependent of the accuracy at each position, our developed spatially-variant regularization is performed for the strain measurement (Sumi \& Sato, 2008c) or shear modulus reconstrcution (Sumi, 2008e; Sumi \& Itoh, 2010e), i.e., an application of our developd implicit-integration (Sumi, 1998). That is, the measurement and reconstruction are stabilized to cope with the echo noise and strain measurement noise, respectively. For a focal lesion, by properly setting a reference region of shear modulus for the 1D reconsrcution, the 1D reconstruction allows yielding a higher contrast-to-noise ratio (CNR) than the axial strain (Sumi, 2005d; Sumi \& Matsuzawa, 2007b; Sumi et al., 2010f). That is, the reference region should be set in the stressconcentrated or stress weak region in front of or behind the target stiff or soft lesion such that the reference region extends in the direction orthogonal to that of the dominant tissue deformation (Sumi, 2005b; Sumi \& Matsuzawa, 2007b; Sumi et al., 1995d, 2010f). In addition, a mechanical source should be realized such that the target tissue deforms dominantly in a direction that extends in the direction of much shear-modulus varying (e.g. Sumi et al., 2010f). For the 1D strain measurement/imaging and 1D reconstruction, strain in the dominat deformation direction generated should be measured (e.g. Sumi \& Ebisawa, 2009a). Moreover, for the practical imaging of 1D reconstruction, although human perception with respect to gray (negative or positive) scales and color scales must also be considered together with actual tissue shear modulus distributions, optimal displaying could be achieved by determining if the relative shear modulus or the inverse of the relative shear modulus should be imaged on the basis of their CNRs calculated using a stationary statistics of measured strains in the focal lesion and the surrounding region (Sumi et al., 2010f). Although the techniques for shear modulus reconstrcution methods including strain tensor calculations, multidimensional shear modulus reconstructions and the regularizations mentioned (Sumi, 1998, 2005d, 2006b, 2007g, 2008a, 2008e; Sumi \& Sato, 2008c; Sumi \& Itoh, 2010e) cannot be reviewed in detail in this chapter due to the limitation of the space, the important multidimensional phase matching is reviewed later (section 2.1).
However, if the lateral and elevational displacements can be measured with the same degree of an accuracy as that of the axial displacement, manual strain measurement and shear modulus reconstruction can be performed without considering the direction of the beam and target motion or mechanical source with the position (Sumi, 1999c, 2002a, 2002b, 2008a; Sumi et al., 2007e, 2008f, 2008i). That is, for an arbitrary mechanical source, 3D or 2D measurement/reconstruction with only attachment of the US transducer enables such
measurement and reconstruction. Clinically, such a measurement will enable the evaluation of the elasticity of more various tissues, e.g., under normal motion such as the heart, arm and leg muscles (during exercise) and even for the deep ROIs such as liver tissues, which are inaccessible from the body surface and normally deformed by heart motion or pulsation. Various possible configurations will increase the applications of the tissue motion measurement and mechanical property reconstrcutions.
For the blood flow vector measurement, a high accuracy displacement vector measurement had been performed (Jensen, 1998, 2001; Anderson, 1998, 2000) using a lateral oscillating method obtained by using Fraunhofer approximation (Steinberg, 1976; Goodman, 1996) together with some conventional 1D displacement measurement methods in respective axial and lateral directions, i.e., ones are originally used only for an axial displacement measurement along the axial direction. The measurement of blood flow in vessels running parallel to the surface of the body had been achieved. The method enabled the measurement of the lateral displacement/velocity that was more accurate than the use of the change in bandwidth (Newhouse, 1987).
The method falls in a category of the lateral modulation (LM) approach Sumi called (Sumi, 2002c, 2005c, 2005d). The LM was resolved by Sumi as the more simple beamforming that uses a coherent superimposition of steered, crossed beams (Sumi, 2002a, 2008a, 2008b; Sumi et al., 2008f, 2008i).
In the field of strain tensor measurement, the LM approach was applied first by Sumi (Sumi, 2004). For our tissue shear modulus reconstruction, to realize comparable high measurement accuracies of axial, lateral and elevational displacements, lateral and elevational modulation frequencies had to be significantly increased (Sumi, 2004, 2005c) compared with that observed in the reported application to the blood flow vector (Jensen, 1998, 2001; Anderson, 1998, 2000) and other tissue strain tensor (Liebgott et al., 2005) measurements (modulation frequency, $2.5 \mathrm{vs} 1 \mathrm{~mm}^{-1}$ ). This is because the strain tensor is obtained by differentiating the measured displacement vector components using a differential filter (i.e., a kind of high pass filter), the displacement vector must be measured with a considerable high accuracy. Deeply situated tissues must also be considered (e.g., liver). By Sumi (2005c, 2008b), a spherical focusing was obtained as a suitable focusing. Moreover, to increase the measurement accuracy, only a digital processing was used for obtaining plural multidimensional analytic signals (Sumi, 2002c, 2005c, 2008b). Moreover, it was confirmed that our developed LM methods are useful for imaging of the spatial difstribution of US reflectivity, i.e., echo imaging (Sumi, 2008a; Sumi et al., 2008f, 2008i). That is, a high resolution can be achieved in lateral and elevational directions as almost the same as that in the axial direction. Thus, it is expected that LM will lead to a next-generation US diagnosis equipped with various new modes such as displacement/velocity vector, strain tensor measrements and thier applications.
Although the LM methods developed by other groups (Jensen, 1998, 2001; Anderson, 1998, 2000; Liebgott, 2005) yield band-unlimited, modulated spectra by using infinite-length apodization functions (e.g., ringing-expressed by sinc functions), our developed lateral Gaussian envelope cosine modulation (LGECM) method realizes band-limited, modulated spectra, i.e., by using a finite length (not ringing) apodization function (Sumi, 2005c, 2008b). This does not cause aliasing. Moreover, for the blood flow vector measurement (Jensen, 1998, 2001; Anderson, 1998, 2000) and other strain tensor measuement (Liebgott et al., 2005), the respective measurements of axial and lateral displacements are performed using a conventional 1D displacement measurement method by realizing point spread functions
(PSF's) oscillating only in the lateral direction and only in the axial direction through a demodulation. Although we also developed a new accurate demodulation method only using digital signal processing (Sumi, 2010g), all the measurements suffer from the decorrelation of echo signals due to displacement orthogonal to the oscillation direction (Sumi, 2008b; Sumi \& Shimizu, 2011). However, the highest accuracy in measuring target motions can be achieved by combined use (Sumi, 2002c, 2005c, 2008a, 2008b; Sumi et al., 2008f, 2008i) of the LM approach and our developed displacement vector measurement methods that enable simultaneous axial and lateral displacement measurements (Sumi et al., 1995d, 2002c; Sumi, 1999a, 2008b, 2005c). Not only our developed measurement increases the measurement accuracy of lateral displacements but also that of axial displacement (Sumi, 2005c, 2008b).
Our developed LM can be performed by superimposition of the simultaneously or successively transmitted/received, plural steered beams or frames with different steering angles obtained with the multiple transmission method (MTM, Sumi, 2002a, 2005d; Fox, 1978; Techavipoo, 2004). Alternatively, LM can also be realized from a set of received echo data (Sumi, 2008b; Sumi et al, 2008f, 2008i) using not a classical synthetic aperture but our previously developed multidirectional synthetic aperture method (MDSAM, e.g., Sumi, 2002a, 2005d; Tanter, 2002). That is, the aperture is synthesized in multidirections after receiving US signals. Because MDSAM requires less data acquisition time than MTM using successive US beam transmissions, if the transmitted US energies are sufficient, the beamforming suffers the less tissue motion artifact. To obtain high intensity transmitted US signals, a virtual source can be used (Sumi et al., 2010h). However, if tissue motion artifacts do not occur, MTM yields more accurate measurements. With this type of beamforming, multiple transducers can also be used (Sumi, 2008b; Sumi et al, 2008f, 2008i), e.g., when dealing with heart motion due to the existence of the obstacles such as bones. On the evaluations of statitics of measured strain tensor components and reconstructed relative shear modulus in a stiff inclusion of an agar phantom, accurate measurements and reconstructions were obtained (e.g., see Table I in Sumi, 2008f; Table VIII in Sumi, 2008i).
Alternatively, with MTM (Fox, 1978; Sumi, 2002a, 2005d; Techavipoo, 2004) and MDSAM (Sumi, 2002a, 2008b; Tanter, 2002), only the most accurately measured axial displacements from the respective beams obtained was used to obtain a displacement vector (i.e., there is no superimposition of beams). Although 1D measurement methods can also be used (Fox, 1978; Sumi, 2002a, 2005d; Tanter, 2002; Techavipoo, 2004) in place of the multidimensional measurement methods (Sumi, 2002a, 2008b), the same decorrelation of local echo signals (mentioned above) occurs due to target displacement in a direction orthogonal to the beams (Sumi et al., 1995d; Sumi, 2008b). Thus, the 1D measurement methods will result in a lower measurement accuracy than the corresponding multidimensional measurement methods, i.e., the 1D cross-spectrum phase gradient method (1D CSPGM) (Sumi et al., 1995d; Sumi, 1999a), conventional 1D AM (Kasai et al., 1985; Loupas et al., 1995), 1D DM (Sumi, 2008b), and 1D CCM (Ophir et al., 1991). Thus, not conventional 1D axial displacement measurement methods (e.g., 1D AM) but multidimensional displacement vector measurement methods should be used. Also for these beamformings, if necessary, separate plural transducers are also used simultaneously or successively.
However, under conditions in which motion artifacts do not occur, our previous comparison (Sumi, 2008b) of LM (or coherent superimposition) and non-superimposition methods by geometrical evaluations clarifies that the LM has the potential to yield more accurate measurements of axial and lateral displacements with less computational time.

However, for practical beamforming applications, the echo SNRs from steered beams must also be considered, i.e., an overly large steered angle makes the echo SNR low (Sumi et al., 2008i).
Moreover, LGECM method was improved using parabolic functions or Hanning windows instead of Gaussian functions in the apodization function. Hereafter, the new methods are respectively referred to as the parabolic modulation (PAM) method or Hanning modulation (HAM) method (Sumi, 2008a; Sumi et al., 2008i). Particularly, PAM enables decreases in effective aperture length (i.e., channels) and yield more accurate displacement vector measurements than LGECM. Although the Fourier transform of a parabolic function results in ringing effects, the new modulation yields no ringing effects in the spectra. PAM also yields a high spatial resolution in the reflectivity (echo) imaging with a high echo signal-tonoise ratio (SNR). Thus, we stop using the Fraunhofer approximation for LM. PAM is obtained on the basis of the a priori knowledge of the differences in the focusing scheme and shape between the parabolic function, Hanning window and Gaussian function, and the effects on the decays of the US signals during the propagation. That is, the US energy of the feet is lost during the US propagation and the main lobe contributes to echo signals, the mountains in the apodization functions should have a large full width at half maximum (FWHM) and short feet. Thus, we suceeded in a breakway from the Fraunhofer approximation (Sumi et al., 2006a).
Usually, for US imaging, US beam-forming parameters such as frequency, bandwidth, pulse shape, effective aperture size, and apodization function are designed and set appropriately. In addition, US transducer parameters such as the size and materials of the US array element used are also set appropriately. In determining such settings, the US properties of the target are also be considered (e.g., attenuation and scattering). Thus, all parameters are set appropriately for the consideration of a system that involves the US properties of the target. Previously, we proposed to set such parameters in order to realize the required PSF for LM on the basis of optimization theory by using the minimum norm least-squares estimation method (Sumi et al., 2006a; Sumi, 2007d, 2010a). The better envelope shape of the PSF than that of the PA is searched for on the basis of the knowledge of the ideal shape of PSF, i.e., having a large FWHM and short feet (e.g., Sumi et al., 2010c). Nonlinear optimization is also effective to yield such a proper PSF (Sumi et al., 2009c). Although conventional US beam-forming parameters are usually set on the basis of the experience of an engineer, our proposed method realizes the best possible beam-former using optimally determined parameters. Thus, spatial resolution and echo SNR are improved.
Although the optimized parameter can also be used, in this chapeter, PAM and LGECM are performed because they can be analytically obtained (Sumi et al., 2008i). As mentioned above, it was confirmed through simulations that when echo SNR is high ( $\mathrm{SNR} \approx 20 \mathrm{~dB}$ ), MAM yields a higher accuracy measurement than MDM and vice versa (Sumi, 2008b). Here, the 2D demonstrations are shown on agar phantom that was statically compressed dominantly in a lateral direction (Sumi et al., 2008f), displacement of which cannot be accurately measured by a conventional beamforming. In addition, 2D shear modulus reconstrcutions are also shown together with strain tensor measurements.
In this chapeter, after reviewing our developed phase matching, PAM and LGECM, and MAM and MDM (section 2), the images and measurements obtained on an agar phantom are shown (section 3). Comparisons of the spatial resolution of the US images are made and the accuracies of the measured displacement vectors and elasticity (i.e., strain, shear modulus) are determined. Finally, discussions and future problems are provided with conclusions.

## 2. Brief reviews

### 2.1 Phase matching

To cope with the occurrence of decorrelation due to target motion and echo noise, we proposed the iterative phase matching method (Sumi et al., 1995d, 1999a, 2008b), i.e., the iterative search method for corresponding local region echo data. The search can be realized in spatial and spatial frequency domains using the estimate of the displacement vector obtained by a displacement vector measurement method or using a priori data of compression/ stretching etc., i.e., by shifting echo data in a spatial domain or by multiplying a complex exponential by echo data in a spatial frequency domain using the estimate. First, this search method was used to increase the measurement accuracy of MCSPGM (e.g., Sumi et al., 1995d; Sumi, 1999a) using the estimate obtained by MCSPGM or MCCM. Here, we note that, strict echo compression/stretching can also be realized in the phase matching by setting a corresponding echo data in the local region using measured displacements and strains (Sumi, 2008b), whereas the effectiveness of the local echo compression/stretching is reported by Srinivasan et al. (2002). In the first phase matching, the estimate obtained at the adjacent point can be used to reduce the number of iterations of phase matching.
This phase matching method can also be used for MAM and MDM to increase measurement accuracy (Sumi, 2008b). That is, for MAM, this method enables the increase in the accuracy of instantaneous phase change and instantaneous spatial frequencies by improving the correlation of the local complex correlation function, whereas for MDM, this method enables the increase in their accuracy by increasing that of the temporal derivative in the Taylor expansion of the instantaneous phase of the complex signal. During the iterative phase matching, the moving-average width decreases as the local region size of MCSPGM decreases (Sumi, 1999a). This enables the increase in spatial resolution. Moreover, this increases the accuracy of strain measurement because the estimation accuracies of the instantaneous phase change and instantaneous spatial frequencies are improved due to their being not constant. If there exists no noise in echo data, the moving averaging is not needed and only phase matching should be performed. LM increases the convergence speed of the phase matching (Sumi, 2008b).
Thus, various applications of the actual axial strain measurements have been reported using axial (Cespedes et al., 1993; Garra et al., 1997) and multidimensional (Sumi et al., 1995b) displacement measurements, e.g., diagnosis of cancers of human in vivo breasts (Cespedes et al., 1993; Sumi et al., 1995b; Garra et al., 1997) and monitoring various low-invasive treatments such as interstitial rf/micro wave coagulation therapies of an in vivo liver carcinoma (Sumi et al., 2000a, 2001a, 2001b, 2005a, Sumi, 2002b, 2005d, 2007a). By Sumi (1995b), the manual strain measurement was made possible by using multidimensional rf-echo phase matching (Sumi et al., 1995d). These were achieved without any regularizations nor LMs.
However, reports of actual shear modulus reconstruction using measured strain tensor distributions are few with the exception of our reports (e.g., Sumi, 2007a, 2008a, 2008e; Sumi \& Sato, 2008c; Sumi \& Itoh, 2010e using the regularizations for strain measurement or shear modulus reconstrcution; Sumi, 2008a; Sumi et al., 2008f, 2008i using LM) and the reconstruction using a measured axial displacement distribution (e.g., Doyley et al., 2005 using another regularization for Young modulus). Specifically, we reported 2D direct shear modulus reconstruction using regularized strain tensor measurement (Sumi \& Sato, 2008c; Sumi \& Itoh, 2009b) as well as regularized direct 1D shear modulus reconstruction (Sumi, 2008e; Sumi \& Itoh, 2010e; Sumi, 2007a) using raw strain tensor measurement. These
reconstructions were stably performed for agar phantoms by using our developed regularization, i.e., spatially variant regularization being dependent of the accuracies at each position of the measured strain tensor components. Because the measurement accuracy depends on the direction of the displacement, according to the accuracies of the respective displacements, they are also properly regularized, i.e., referred to as displacement componentdependent regularization or directional-dependent regularization (Sumi \& Sato, 2008c; Sumi \& Itoh, 2009b). As briefly reviewed in section 1, various 1D reconstructions using the axial strain were also obtained by Sumi for human in vivo tissues when the targets become deformed in the axial and lateral directions, respectively. By Sumi, in addition to the report (2008e), the regularizations were also performed (2005d; 2007a) for the strain measurement or shear modulus reconstrcution before, during and after the in vivo thermal coagulation treatment. However, simulations revealed that the 1D reconstrcutions such as strain ratio, implicit-integration etc lead to the inaccurate value of reconstrcution and geometrical artifact even if there exists no noise in the axial strain data used (Sumi, 2005d; Sumi \& Matsuzawa, 2007b). Moreover, when the target deforms in the lateral direction, the 1D reconstruction further decreases the accuracy in reconstrcution (Sumi, 2007f). Moreover, for the 2D reconstruction, the use of only the regularizations still yields an inaccurate reconstruction (Sumi \& Sato, 2008c; Sumi \& Itoh, 2009b). Thus, LM was also used later (Sumi, 2008a; Sumi et al., 2008f, 2008i).

### 2.2 Complex signals with different single-octant and different single-quadrant spectra

Both the multidimensional autocorrelation method (MAM) and multidimensional Doppler method (MDM) use the instantaneous US signal phase (Sumi, 2002c, 2005c, 2008b). To measure a three-dimensional (3D) displacement vector ( $u_{x}, u_{y}, u_{z}$ ), three or four 3D complex signals with different single-octant spectra (Fig. 1a reported by Sumi, 2008b) that extend analytic signals are calculated for respective echo data $r_{1}(x, y, z)$ and $r_{2}(x, y, z)$ obtained before and after a pulse repetition interval $\Delta t$, i.e., $\mathrm{r}_{\mathrm{cli}}(\mathrm{x}, \mathrm{y}, \mathrm{z})$ and $\mathrm{r}_{\mathrm{c} 2 \mathrm{i}}(\mathrm{x}, \mathrm{y}, \mathrm{z})[\mathrm{i}=1, \ldots, 3$ or $1, . ., 4]$. The multidimensional complex signal having single-orthant spectra was introduced by Hahn (1992) [1D complex signal phase and instantaneous frequency are specifically described in a literature by Bracewell (1986)].
Each 3D complex signal obtained has three instantaneous spatial frequencies, i.e., US frequency fx, lateral frequency fy and elevational frequency fz. Hereafter, ( $\mathrm{fx}, \mathrm{fy}, \mathrm{fz}$ ) is referred to as a frequency vector. When lateral and elevational modulations are performed, fy and fz are respectively the lateral and elevational modulation frequencies, whereas when lateral and elevational modulations are not performed (i.e., beam-steering is not performed), fy and fz are respectively yielded by synthesizing the lateral (Sumi 2002a, 2002c; Chen et al., 2004) and elevational phases (but, the frequencies are low and then the measurement accuracy is lower than that of LM [Sumi et al., 2010g; Sumi et al., 2010i; 2006c; Sumi \& Shimizu, 20011]). Thus, as described next, an equation regarding with the unknown displacement vector ( $u_{x}, u_{y}, u_{z}$ ) is derived from each pair of complex signals $r_{1 \mathrm{ci}}(x, y, z)$ and $\mathrm{r}_{2 \mathrm{ci}}(\mathrm{x}, \mathrm{y}, \mathrm{z})$ having a same frequency vector ( $\mathrm{fx}, \mathrm{fy}, \mathrm{fz}$ ) $[\mathrm{i}=1, . ., 3$ or $1, . ., 4]$, and then the displacement vector ( $\mathrm{u}_{\mathrm{x}}, \mathrm{u}_{\mathrm{y}}, \mathrm{u}_{\mathrm{z}}$ ) can be obtained by simultaneously solving the three or four independent equations having the independent vectors ( $\mathrm{fx}, \mathrm{fy}, \mathrm{fz}$ ) as the coefficients. The three equations can be arbitrary chosen from the four equations. To mitigate the calculation
errors of the instantaneous phases and frequencies, the least-squares method can also be used to solve all the four equations simultaneously.
Measuring a 2D displacement vector requires calculating two 2D complex signals with different single-quadrant spectra (Hahn, 1992) (Fig. 1b reported by Sumi, 2008i) and then solving two correspondingly derived simultaneous equations.

### 2.3 LCMs (Lateral Cosine Modulation Methods) using PAM, HAM and LGECM and optimizations

For respective PAM (Sumi, 2007d, 2008a, Sumi et al., 2008f, 2008i) and LGECM (Sumi, 2005c, 2008a, 2008b; Sumi et al., 2008f, 2008i) using a one-dimensional (1D) linear array-type transducer (lateral direction, y), the following apodization functions are used for the transmission or reception of US, i.e.,

$$
\begin{equation*}
\frac{1}{2 \lambda x}\left\{\exp \left[-\frac{(2 \pi)^{2}\left(\frac{y}{\lambda x}+f_{y}+f_{a}\right)^{2}\left(\frac{\sigma_{y}}{a}\right)^{2}}{2}\right]+\exp \left[-\frac{(2 \pi)^{2}\left(\frac{y}{\lambda x}-f_{y}-f_{a}\right)^{2}\left(\frac{\sigma_{y}}{a}\right)^{2}}{2}\right]\right\} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2 \lambda x}\left\{\left[-\frac{4}{9}\left(\frac{\sigma_{y}}{a}\right)^{2} \pi^{2}\left(\frac{y}{\lambda x}+f_{y}+f_{a}\right)^{2}+1\right]+\left[-\frac{4}{9}\left(\frac{\sigma_{y}}{a}\right)^{2} \pi^{2}\left(\frac{y}{\lambda x}-f_{y}-f_{a}\right)^{2}+1\right]\right\} . \tag{2}
\end{equation*}
$$

The apodization functions are superimpositions of two Gaussian functions and two parabolic functions. The apodization obtained for 20, 30, 60 and 100 mm depths are shown in Fig. 2 in the report by Sumi (2008b). HAM is also described by Sumi (2008i). These apodization functions are obtained using the Fraunhofer approximation such that the transmitted US energy used are same when realizing the Gaussian-type lateral PSF at a depth $x$ for US with a wavelength $\lambda$, i.e.,

$$
\begin{equation*}
\exp \left(-\frac{y^{2}}{2 \sigma_{y}^{2}}\right) \cos \left(2 \pi f_{y} y\right) . \tag{3}
\end{equation*}
$$

Here, $f_{y}$ is the lateral modulation frequency and $\sigma$ y corresponds to the lateral beam width for LGECM. $f_{a}$ and $a$ are parameters introduced to regulate lateral modulation frequency and bandwidth, respectively. For comparisons of FWHM and feet length, the Guassian and parabolic functions that have the same area are shown in Fig. 1c in the report by Sumi et al. (2008i).
The apodization functions for two-dimensional (2D) modulation (i.e., modulations in two directions $y$ and $z$ ) using a 2D array-type transducer are also obtained for PAM and LGECM in a similar fashion (Sumi, 2005c; Sumi et al., 2008f, 2008i). According to the type of transducer (e.g., convex), other arbitrary orthogonal coordinates can also be used. When steered beams cannot be transmitted symmetrically in a lateral direction due to the existence of the obstacles such as a bone (for heart, liver etc), the original coordinate can be rotated such that the steered beams become laterally symmetric. However, our developed MCSPGM, MAM and MDM can yield measurement results even if the coordinate is not set in such a way, and the measurement accuracy in a displacement vector will be increased by the fact that the measurement accuracy of a lateral displacement can be significantly
improved (Sumi, 2010g; 2010i). Such a rotation also allows the use of our developed demodulation method with one of conventional 1D displacement measurement methods.
When carrying out PAM, HAM or LGECM, Methods 1 and 2 developed for transmission/reception focussing are used (Sumi, 2005c, 2007d, 2008a, 2008b; Sumi et al., 2008i, 2008f). The Methods used for LCM are also reviewed in this section. Both Methods 1 and 2 yield twofold lateral modulation frequency (Sumi, 2004, 2008b) compared with a method that performs only a receiving modulation, i.e., the method using a non-steered plane wave for a transmission with a rectangular window, Bingham window, Hanning window or Gaussian function as the apodization function (Jensen et al., 1998; Anderson, 1998. Also both Methods 1 and 2 enable decreases in effective aperture length (i.e., channels). When using LGECM method together with Method 1, the following PSF would be realized, i.e.,

$$
\begin{equation*}
\exp \left(-\frac{y^{2}}{2\left(\sigma_{y} / \sqrt{2}\right)^{2}}\right) \cos \left[2 \pi\left(2 f_{y}\right) y\right] \tag{4}
\end{equation*}
$$

Different from Method 2, Method 1 also enables an increase in lateral bandwidth compared with the method that performs only a receiving modulation. For both methods, a lowfrequency envelope signal must also be removed. By Basarab (2007), a twofold frequency sine modulation (i.e., not LCM) is carried out. However, the modulation is not appropriate for US imaging and measurement of displacement. This can be easily understood by assuming the existence of a point reflection target in the region of interest (ROI).
Method 1: (i) When a point of interest is dealt with, twofold frequency modulation can be performed using the same lateral modulation apodization (i.e., PAM) and spherical focusing in transmitting/receiving beam-forming as in conventional beam-forming (Sumi, 2004, 2008b). For 2D displacement vector measurement, two steered beams are used, whereas for 3D displacement vector measurement, three or four steered beams are used. These beams can be simulataneously transmitted. Alternatively, they can be superimposed after transmitting and receiving the respective beams successively. To obtain the steered beams, mechanical scans can also be performed. Plural transducers can also be used. When a finite ROI is dealt with, multiple transmitting modulations may also be useful for so-called multiple transmitting focusing. (ii) When performing a twofold frequency modulation over a finite ROI, the classical synthesis of an aperture (i.e., a monostatic or multistatic synthetic aperture) can also be carried out. However, if the target motion is rapid, a motional artifact may occur due to the low US energy transmitted from an element. In such a case, low-SNR echo modulation may be achieved. To increase the echo SNR, virtual sources can be used (e.g., Sumi and Uga, 2010h).
By performing a modulation using (i) or (ii), LGECM theoretically yields $\sqrt{2}$ times as wide a lateral bandwidth as that yielded by a method that performs only a receiving modulation (theoretically, the beam width becomes $\sigma \mathrm{y} / \sqrt{2}$ ). Similarly, when performing other modulations such as PAM and HAM, an increase in lateral bandwidth is also achieved. Thus, using the same effective aperture width (i.e., the same number of channels), Method 1 realizes twofold lateral modulation frequency and a wide lateral bandwidth. The same lateral modulation frequency and lateral bandwidth can also be obtained by using a small effective aperture width (i.e., fewer channels).
Method 2: When dealing with a finite ROI, transmissions of steered two laterally wide plane waves that are realized simultaneously or successively with the same steering angles as those used in the receiving modulation can also be performed, of which apodizations are also properly performed. Although Method 2 cannot increase the lateral bandwidth, it is
useful because the measurement accuracies of MCSPGM, MAM, and MDM are more sensitive to US and modulation frequencies than the axial and lateral bandwidths, particularly when measuring a rigid motion (Sumi, 2008b). Method 2 realizes a more rapid echo modulation than Method 1. Thus, Method 2 is also robust against tissue motion during echo data acquisition. Similarly to Method 1, plural transducers can be used.
The combinations of PAM, HAM, and LGECM with Methods 1 and 2 are examined in reports by Sumi, 2007d, 2008a; Sumi et al., 2008i by simulations and agar phantom experiments. For all the combinations, by increasing the lateral modulation frequency (i.e., steering angles) to some extent, the echo SNR decreases due to improper beam-forming. For instance, when using a transducer for an agar phantom as that used in section 3, a modulation with the same frequency as that of US has a low echo SNR. The highest effective modulation frequency is determined by the US frequency and the transducer (e.g., element size). For the combinations, the echo SNRs were evaluated using the US echos, PSF values (see appendicies in reports by Sumi et al., 2008f, 2008i), or PSF energy (i.e., within a bandwidth). When using MAM for the phantom, the modulations at half the US frequency enabled accurate measurements of displacement vectors and elasticity, i.e., strain tensor and shear modulus. In addition, Methods 1 and 2 (i.e., twofold frequency modulations) yielded higher echo SNRs than the method that performs only receiving modulation, even if the same modulation frequency was realized by using a large effective aperture size and large steering angles.
Specifically, the order of echo SNRs obtained was PAM > LGECM when using Method 1 (Sumi, 2007d, 2008a; Sumi et al., 2008i). Moreover, PAM yields a wider lateral bandwidth than LGECM for the same effective aperture size. HAM yields almost the same results as LGECM, although the effective aperture size can be substantially decreased. As revealed in reports by Sumi, 2007d, 2008a, 2008b; Sumi et al., 2008i, compared with spherical focusing (Sumi, 2004), the use of plane waves decreases the achievable modulation frequency (Sumi, 2008b) and the echo SNR (Sumi, 2007d, 2008a; Sumi et al., 2008i). In addition, the use of plane waves also makes it difficult to deal with a deeply situated ROI. Thus, Method 1 yielded higher echo SNRs than Method 2 that uses two plane waves for transmission of US. However, in Method 2, the order of echo SNRs was inverted, i.e., LGECM > PAM (Sumi, 2007d, 2008a; Sumi et al., 2008i). This can be understood by considering the shapes of the apodization functions. The shape of the parabolic function is more similar to the rectangular function than to the Gaussian function (i.e., the Gaussian function has long feet, whereas the parabolic function has a wide main lobe).
To obtain a higher quality US image (i.e., an image with a high echo SNR and high or uniform spatial resolution) and to realize more accurate measurements of blood vector flow and elasticity, we have also conducted the determination of optimal beam-forming parameters as mentioned in section 1 (e.g., Sumi et al, 2006a, 2009c, 2010c; Sumi, 2007d, 2010a). For the optimization, the beam property of one element must be obtained in advance, analytically, numerically, or experimentally, as a function of the parameters. Because the synthesized US beam can be considered as a linear-weighted superimposition of the beams transmitted widely or received at the respective elements with suitable delays for focusing, we obtain simultaneous linear equations involving the unknown apodization function vector $\mathbf{x}$, a matrix A comprising the US beam values transmitted to an ROI from the respective elements of the US array, and a vector $\mathbf{b}$ comprising the designed PSF values in the ROI (i.e., $\mathbf{A x}=\mathbf{b}$ ). However, because the independence of the rows of matrix $\mathbf{A}$ is low, the vector $\mathbf{x}$ must be determined stably by obtaining the inverse of $\mathbf{A}$ using singular-value
decomposition (SVD: Sumi, 2008d), a weighted minimum-norm least-squares solution (WMNLSQ: Sumi, 2007d, 2010a), regularization (Sumi, 2007d, 2010a) or nonlinear optimization (Sumi et al., 2009c). As far, a new analytic function that is expressed using a direct current and a power function divided has been obtained as the better PSF (Sumi et al., $2008 \mathrm{~g}, 2009 \mathrm{~d}, 2010 \mathrm{c}$ ). The uses of the optimally determined apodization functions are beyond the scope of this paper.

### 2.4 MAM and MDM

Both the multidimensional autocorrelation method (MAM) and multidimensional Doppler method (MDM) use the instantaneous US signal phase (Sumi, 2002c, 2005c, 2008b). To measure a three-dimensional (3D) displacement vector ( $u_{x}, u_{y}, u_{z}$ ), three or four 3D complex signals with different single-octant spectra that extend 1D analytic signal are calculated for echo data obtained before and after a pulse repetition interval $\Delta t$. The displacement vector ( $u_{x}, u_{y}, u_{z}$ ) is obtained by solving the simultaneous equations (i.e., four or three independent equations) derived from the complex signals.
In MAM, an equation holds for the phase $\theta$ of each autocorrelation signal obtained from a pair of complex signals, i.e.,

$$
\begin{equation*}
\theta(0,0,0)+\frac{\partial}{\partial x} \theta(x, y, z) u_{x}+\frac{\partial}{\partial y} \theta(x, y, z) u_{y}+\frac{\partial}{\partial z} \theta(x, y, z) u_{z}=0 \tag{5}
\end{equation*}
$$

Here, $\theta(0,0,0)$ equals the phase of the temporally or spatially moving-averaged lag one autocorrelation of the slow-time-axis signal sampled at the pulse repetition interval $\Delta t$ [i.e., $\theta(0,0,0)$ is the moving-averaged instantaneous phase change that occurs during the pulse repetition interval $\Delta t$ ]. Moreover, $\partial / \partial x \theta, \partial / \partial y \theta$, and $\partial / \partial z \theta$ are the instantaneous spatial frequencies of the 3D echo signal, i.e., the US frequency fx (instantaneous frequency of the fast-time-axis signal sampled at the sampling interval of the AD converter), lateral frequency fy, and elevational frequency fz. The instantaneous spatial frequencies are estimated from the moving-averaged phase with spatial lags ( $x, y, z$ ) by finite-difference approximation or differentiation using a differential filter with a cutoff frequency. In MDM, an equation holds for the phase $\theta$ of each complex signal, i.e.,

$$
\begin{equation*}
\frac{\partial}{\partial t} \theta(x, y, z) \Delta t+\frac{\partial}{\partial x} \theta(x, y, z) u_{x}+\frac{\partial}{\partial y} \theta(x, y, z) u_{y}+\frac{\partial}{\partial z} \theta(x, y, z) u_{z}=0 . \tag{6}
\end{equation*}
$$

Here, $\partial / \partial t \theta \Delta t$ is the temporally or spatially moving-averaged instantaneous phase change that occurred during the pulse repetition interval $\Delta t$, and $\partial / \partial x \theta, \partial / \partial y \theta$ and $\partial / \partial z \theta$ are the instantaneous spatial frequencies of the 3D echo signal. The spatial and temporal derivatives can be obtained from the temporally or spatially moving-averaged instantaneous phase using the finite-difference approximation or a differential filter. $\partial / \partial t \theta \Delta t$ can also be obtained as the phase of the autocorrelation signal. Large displacements are dealt with by combining MCSPGM or MCCM.
When measuring a 2D displacement vector, two 2D complex signals with different single quadrant spectra are calculated, and the correspondingly derived simultaneous equations (i.e., two independent equations) are solved.

For respective MAM and MDM, by assuming a rigid motion locally, eqs. (5) and (6) can also be made simultaneously in the local region windowed to measure the motion as a local displacement vector (Sumi, 2002c, 2008b). The method obtained falls in a category of a block matching method such as MCSPGM and MCCM etc, these are respectively referred to as MAMb and MDMb (Sumi, 2002c, 2010g). However, through the simulations, their accuracies are significantly lower than those of the corresponding original methods. Then, these are not used now.
By Sumi (2008b), it was clarified by simulations that, for rigid motions, the order of the measurement accuracies of the displacement vectors is MAM > MDM for a high echo SNR and $\mathrm{MDM}>\mathrm{MAM}$ for a low echo SNR. On deformed agar phantoms, when lateral modulations were not carried out, the order of the measurement accuracies of axial strains were the same as that for the high echo SNR (Sumi \& Ebisawa, 2009a), whereas when using LGECM with Method 1, that of strain tensors was also same (Sumi et al., 2008i). Thus, although decorrelation noise generated due to target deformation also increased echo noise in the sense that pre- and post-deformation echo data were used, the laterally modulated echo data obtained by LGECM had a high SNR (Sumi, 2008b). Thus, in section 3, after showing, for the samely, laterally deformed agar phantom as that of previous reports (Sumi, 2008a, Sumi et al., 2008f, 2008i), US images and the corresponding 2D spectra laterally modulated with a half US frequency by PAM as well as LGECM using Methods 1 and 2, the measurement accuracies of MAM and MDM are also compared with each other.

## 3. Agar phantom experiments using PAM and LGECM with MAM and MDM

We have made a target agar phantom [40 (axial) $\times 96$ (lateral) $\times 40$ (elavational) mm³] having a central circular cylindrical inclusion (diameter, 10 mm ; depth, 19 mm ) with a shear modulus different from that of the surrounding region, and shear moduli of 2.63 and $0.80 \times$ $10^{6} \mathrm{~N} / \mathrm{m}^{2}$ in the inclusion and surrounding regions, respectively (Sumi, 2008a, Sumi et al., 2008f, 2008i). Thus, the relative shear modulus was 3.29. Manually, the phantom was compressed by 2.0 mm in the lateral direction. The contact surfaces of the transducer and phantom were separated by immersing them in water in a tank, and a sponge was put under the phantom to allow the phantom to elongate in the axial direction by lateral uniform compression from the right-hand side using a large plate as in Case 1 in the experiments by Sumi (2007f). The left surface was fixed to a wall. A rectangular ROI 13.7 (axial, x ) $\times 13.2$ (lateral, y ) $\mathrm{mm}^{2}$ was centered on the inclusion (depths from 12.2 to 25.9 $\mathrm{mm})$. For SA, Compaq Workstation DS20E ( 833 MHz ) was used.

### 3.1 US imaging

Fig. 1 shows B-mode images for the ROI obtained by square detection for (a) nonmodulation (i.e., conventional beam-forming), (b) PAM with Method 1, (c) PAM with Method 2, (d) LGECMM with Method 1, and (e) LGECMM with Methos 2. The nominal frequency of US used was 7.5 MHz . The lateral modulation frequency was half the nominal frequency, i.e., 3.75 MHz [wavelengths, 0.408 vs axial 0.204 mm ]. The lateral waves can be confirmed in Figs. 1(b) to 1(e). As shown, the lateral bandwidth of Fig. 1(b) is the largest. This can be confirmed by the lateral speckle sizes and specular echos (i.e., circled ones). Their lateral bandwidths can be more clearly compared in their 2D spectra in Figs. 2(a) to 2(e).

### 3.2 Elasticity measurement/imaging

Next, 2D shear modulus reconstructions (Sumi, 2005d) were performed together with 2D strain tensor measurements using the laterally modulated echo data obtained on the agar phantom (Figs. 1 and 2). For the 2D displacement vector measurement, MAM and MDM (Sumi, 2002c, 2005c, 2008b) were used (moving-average window size, $0.54 \times 0.55 \mathrm{~mm}^{2}$ ). For the coarse measurement, to prevent MAM and MDM from being subjected to aliasing in the evaluation of instantaneous phase due to the large lateral displacement (maximum, 2 mm ), a 2D CCM was used (local window size, $0.54 \times 2.15 \mathrm{~mm}^{2}$ ). The local region size used was decreased when using MAM and MDM (Sumi et al., 1995d; Sumi, 1999a). After displacement vector measurements, 2D strain tensor components were obtained using a differential filter with a cutoff frequency of $0.89 \mathrm{~mm}^{-1}$. For the 2D reconstruction, the method using a typical Poisson's ratio (0.5) was used under a 2D stress condition with regularization (Sumi, 2005d). Because the phantom was deformed primarily in the lateral direction, the reference region was set on the right borderline of the ROI. In addition, regularized 1D reconstruction (Sumi, 2005d, Sumi et al., 2007b) was also carried out using the principal lateral strain $\varepsilon$ yy.
Table 1 shows the means and standard deviations obtained in a central square region having $5.5-\mathrm{mm}$-long sides in the inclusion for axial, lateral, and shear strains. By comparing the accuracies obtained by MAM and MDM, the order of echo SNRs is clarified to be the same as that reported by Sumi (2007d, 2008a, 2008i), i.e., inherent to the used beam-formings. This result arises because decorrelation noise generated due to the target deformation increases echo noise monotonically in the sense that pre- and post-deformation echo data are used. As the echo SNR decreases, the measurement errors in MAM and MDM increase. For instance, the SDs of the lateral strain $\varepsilon$ yy measured by MAM are 0.28 (PAM with Method 1), 0.34 (LGECM and Method 1), 0.50 (LGECM and Method 2), and 0.72 (PAM and Method 2). In

|  |  | Strains |  |  | Shear |
| ---: | :--- | :--- | :--- | :--- | :--- |
| Methods | Axial $\left(\epsilon_{x x}\right)$ | Lateral $\left(\epsilon_{y y}\right)$ | Shear $\left(\epsilon_{x y}\right)$ | 2D | 1D (Ratio of $\left.\epsilon_{y y}\right)$ |
| Parabolic -Method 1, MAM | 0.01 | -0.20 | 0.07 | 3.28 | 1.95 |
|  | $(0.10)$ | $(0.28)$ | $(0.22)$ | $(0.35)$ | $(0.12)$ |
| MDM | 0.01 | -0.18 | 0.09 | 3.23 | 1.94 |
|  | $(0.11)$ | $(0.35)$ | $(0.34)$ | $(0.35)$ | $(0.15)$ |
| -Method 2, MAM | 0.005 | -0.20 | 0.01 | 2.34 | 1.45 |
|  | $(0.28)$ | $(0.72)$ | $(0.66)$ | $(0.18)$ | $(0.05)$ |
| MDM | 0.003 | -0.20 | 0.02 | 2.34 | 1.64 |
|  | $(0.27)$ | $(0.69)$ | $(0.64)$ | $(0.18)$ | $(0.08)$ |
| Gaussian -Method 1, MAM | 0.01 | -0.22 | 0.06 | 3.14 | 1.85 |
|  | $(0.13)$ | $(0.34)$ | $(0.24)$ | $(0.32)$ | $(0.13)$ |
| MDM | 0.004 | -0.22 | 0.08 | 3.17 | 1.89 |
|  | $(0.14)$ | $(0.36)$ | $(0.30)$ | $(0.33)$ | $(0.15)$ |
| -Method 2, MAM | 0.002 | -0.21 | 0.03 | 2.60 | 1.94 |
|  | $(0.21)$ | $(0.50)$ | $(0.44)$ | $(0.22)$ | $(0.12)$ |
| MDM | 0.002 | -0.22 | 0.04 | 2.63 | 1.69 |
|  | $(0.21)$ | $(0.45)$ | $(0.45)$ | $(0.22)$ | $(0.09)$ |

Table 1. For lateral modulation echo data obtained on agar phantom using listed methods, means and standard deviations (SDs in parentheses) evaluated for two-dimensional (2D) strain tensor measurement and 2D shear modulus reconstruction in central $5.5-\mathrm{mm}$-side square region of stiff inclusion (relative modulus 3.29). Results for 1D reconstructions obtained using lateral strain ratio are also shown.


Fig. 1. B-mode images obtained using (a) no modulation; lateral cosine modulation (LCM), i.e., PAM with (b) Method 1 and (c) Method 2; LGECMM with (d) Method 1 and (e) Method 2. The specular echos from the same position are circled in the respective images.
the same manner, the order of the measurement accuracies of MAM and MDM became the same as that obtained in simulations for the rigid motion case (Sumi, 2008b). Specifically, for the lowest echo SNR obtained by PAM and Method 2, the order of accuracies of strain measurements is MDM > MAM, although large differences were not detected between their SDs; for instance, for lateral strain MDM became the same as that obtained in simulations for the rigid motion case: $\varepsilon$ yy, 0.69 vs 0.72 . For other modulations, the order of measurement accuracies is almost always MAM > MDM. In this case (Sumi, 2008b), the echo SNR obtained by PAM and Method 2 is low; that obtained by PAM and Method 1 is the highest of all. For the highest echo SNR, large differences were detected between the SDs; for example, for lateral strain $\varepsilon$ yy, 0.28 vs 0.35 .


Fig. 2. 2D spectra for the ROI obtained from laterally modulated rf-echos corresponding to Figs. 1(a) to (e), i.e., (a) no modulation; lateral cosine modulation (LCM), i.e., PAM with (b) Method 1 and (c) Method 2; LGECMM with (d) Method 1 and (e) Method 2.

For visual comparison of the measurement accuracies, in Figs. 3 and 4 for the respective highest and lowest echo SNRs (i.e., PAM and Method 1, and PAM and Method 2), the lateral, axial, and shear strains $\varepsilon$ yy, $\varepsilon \mathrm{xx}$ and $\varepsilon \mathrm{xy}$ measured using (a) MAM and (b) MDM are shown in a linear gray scale together with lateral and axial displacements dy and dx. As shown, for the highest echo SNR, both displacements dy and dx were stably measured by MAM [in Fig. 3(a)] and a circular stiff inclusion could be detected from the stably measured lateral and axial strain images. In the lateral strain image, the upper borderline of the inclusion was estimated to be quite soft. At the upper borderline of the inclusion, the inclusion and the surrounding region might be separated. However, in Figs. 3(b), 4(a), and 4(b), the effects due to the low echo SNRs and inherent to the displacement vector measurement methods can be visually confirmed in terms of the measured displacements and strains, particularly, in the lateral strain $\varepsilon$ yy at the boundary of the circular stiff inclusion.
Next, 2D lateral shear modulus reconstructions are shown for all the combinations of PAM, LGECM, Methods 1 and 2, and MAM and MDM. The means and SDs of relative shear moduli obtained in the stiff inclusion are also summarized in Table 1, and for the highest and lowest echo SNRs, the log-gray-scaled reconstruction images are also shown in Figs. 3(a), 3(b), 4(a) and 4(b). For the highest echo SNR as well as other echo SNRs, the stiff circular region can be stably detected (LGECM data not shown). However, although for the highest echo SNR, the relative shear modulus was accurately reconstructed (the evaluated mean relative shear modulus, 3.28 ; SD, 0.35 ), the effects of strain measurement errors on the shear modulus reconstructions were confirmed, particularly from the mean shear moduli evaluated in the inclusion (Table 1). With increasing strain measurement error, the mean shear modulus decreased, i.e., for MAM, 3.28 (PAM and Method 1), 3.14 (LGECM and Method 1), 2.60 (LGECM and Method 2), 2.34 (PAM and Method 2); however, marked differences between the results obtained by MAM and MDM were not confirmed in this experiment, probably because of the proper smoothing achieved by the regularization (Sumi, 2005d).


Fig. 3. For the highest echo SNR obtained using PAM with Method 1 (lateral modulation frequency, 3.75 MHz vs US freq., 7.5 MHz ), measured by (a) MAM and (b) MDM, i.e., lateral and axial displacements dy and dx, lateral, axial and shear strains $\varepsilon$ yy, $\varepsilon \mathrm{xx}$ and $\varepsilon \mathrm{xy}, 2 \mathrm{D}$ shear modulus reconstruction and lateral 1D shear modulus reconstruction.


Fig. 4. For the lowest echo SNR obtained using PAM with Method 2 (lateral modulation frequency, 3.75 MHz ), measured by (a) MAM and (b) MDM. See captions of Fig. 3.
Furthermore, because the target phantom was deformed primarily in the lateral direction (Sumi, 2007f), the lateral 1D reconstruction might yield a useful shear modulus reconstruction, as was the case with the axial 1D reconstruction where the target was deformed primarily in the axial direction (Sumi, 2005d, 2007f). However, even for the highest echo SNR, as shown, the shape of the inclusion is not a circle. The phantom was not deformed horizontally, i.e., not accurately, in the lateral direction. The strains generated were small in the neighborhood of the lower borderline of the ROI. For the highest echo SNR, the mean relative shear modulus of the inclusion was 1.95 (SD, 0.12). This value lower than the original value is also affected by an artifact of the 1D reconstruction, i.e., the dynamic range of stiffness is estimated to be smaller than the original (Sumi, 2005d). For all the combinations, the means and SDs are shown in Table 1. Almost the same effects caused by strain measurement errors were confirmed as were confirmed in the 2D reconstructions.

## 4. Discussions and conclusions

In this report, we reviewed our several trials, searching for the best lateral modulation (i.e., coherent superimposition of echo signals) for US imaging with a high lateral resolution and accurate measurement of displacement vectors such as blood vector flow, a tissue displacement vector, a strain tensor, a strain rate tensor and an acceleration vector. PAM and HAM were introduced after LGECM to increase the echo SNR and lateral spatial resolution and decrease the effective aperture size. Such modulations were obtained on the basis of our knowledge about US propagation. The energy of the foot is lost during US propagation, and the main lobe contributes to the echo signals.
In the agar phantom experiment, PAM yielded a high echo SNR and a high lateral spatial resolution. Moreover, we compared the combinations of modulation methods and displacement vector measurement methods. Although for PAM, Method 1 yielded a more accurate 2D displacement vector/2D strain tensor than Method 2, in practical applications for in vivo tissues, rapid target motion will significantly affect the accuracy of Method 1. Because, a monostatic SA was used in this study, the echo SNR must be lower than that obtained when a conventional beam-former is used. In future studies, the limitations of Method 2 will also be
clarified such as obtaining of a high echo SNR in shorter time. A multistatic SA will also be reported. However, because large differences were not confirmed between MAM and MDM in this experiment, the echo data obtained by the monostatic SA had a rather high SNRs (Sumi, 2008b). If we can obtain a higher echo SNR, MAM will be more useful than MDM. Because MDM requires less calculation time than MAM (Sumi, 2008b), MDM may be better suited for 2D measurements of complex 3D blood flow and tissue motion and the 3D or 2D monitoring of various thermal treatments (Sumi, 2005d). Multiple transmitting modulations will also be performed. In future studies, the strain measurement accuracies of MAM and MDM will be clarified theoretically or through simulations or phantom experiments.
By using lateral deformation in the agar phantom experiment, we also obtained a meaningful result. The LCMs enable the attachment only of a US transducer to the target body in order to measure blood vector flow, the tissue strain tensor, and shear modulus reconstruction. In the axial strain measurement and 1D shear modulus reconstruction using the strain ratio (e.g., Sumi, 2005d, 2007f; Sumi \& Matsuzawa, 2007b), the target must be compressed or elongated in the axial direction. Otherwise, the principle strain must be measured by setting the US beam in the direction of the target motion in successive scans (Sumi, 2010g). However, the LCMs enable freehand measurement and reconstruction in addition to dealing with uncontrollable target motion due to heart motion or pulsation and with deeply situated tissue that cannot be accessed from the body surface (e.g., liver and heart), although for the 2D measurements, a proper frame must be used to remove the out-of-motion from the frame. Recently, in addition to the reconstruction method used in this chapter [Method F referred to as in report by Sumi (2010d)], we have developed a shear modulus reconstruction method E from Methods F [Sumi et al., 1993, 1995a; Sumi, 1999c, 2005d, 2010d] and A to C [Sumi, 2006b, 2007g], which also enables the use of a quasireference shear modulus (quasi-reference value, e.g., unity) in order to obtain an accurate and unique shear modulus reconstruction in that the reconstruction has no geometrical artifacts, although the reconstruction has not absolute but relative shear modulus values (i.e., it depends on the quasi-reference value of shear modulus used) [Sumi, 2010d]. The use of a quasi-reference shear modulus enables us to deal with such deeply situated tissues. In Method F, when taking the logarithm of the shear modulus, an absolute or relative shear modulus reconstruction had been obtained as in this chapter; when not taking the logarithm and using a quasi-reference shear modulus, similarly an absolute or relative shear modulus reconstruction can also be obtained (Sumi et al., 1995a; Sumi, 2005d). Hereafter, all such relative reconstructions are referred to as those obtained by Method E (Sumi, 2010d).
In the experiment, accurate strain tensor measurements and shear modulus reconstructions were achieved, because we used the shear modulus reconstruction method F using a 2D stress assumption (Sumi, 2005d) and realized such a stress condition approximately. Thus, strictly speaking, the use of 2D US array will enable perfect measurement and reconstruction regardless of the direction of the dominant target motion. For tissue elasticity measurements, 3D shear modulus reconstruction should be performed with 3D displacement vector measurement. We have already developed six useful 3D shear modulus reconstruction methods, Methods F (Sumi et al., 1995a; Sumi, 1999c, 2005d, 2010d), A (Sumi, 2006b), B (Sumi, 2006b; 2007g), C (Sumi, 2007g), D (Sumi, 2008a, 2010d) and E (Sumi, 1999c, 2005d, 2010d), in which a finite difference method or a finite element method is properly used. Such 3D reconstruction can also be carried out in real-time as low-dimensional reconstruction (e.g., Sumi \& Matsuzawa, 2007b) by setting a narrow 3D ROI even if a personal computer (PC) is used. The comparison of the methods will be reported elsewhere.

In this chapter, although we applied regularization only to the shear modulus reconstruction (Method F: Sumi, 2005d), its application to the displacement vector measurement, i.e., displacement component-dependent regularization or directionaldependent regularization (Sumi \& Sato, 2008c; Sumi \& Itoh, 2009b) will also be effective in stabilizing the strain tensor measurements by MAM, MDM, and MCSPGM in addition to shear modulus reconstruction. In both regularizations, the measured or theoretically predicted strain tensor variances are used to set the regularization parameters (Sumi \& Sato, 2008c; Sumi, 2007a, 2008e; Sumi \& Itoh, 2009b, 2010e). With such regularizations, a spatially varying regularization is also realized. As a result, the reconstructed shape of shear modulus inhomogeneity will be more improved.
We also referred to the determination of beam-forming parameters using optimization theory. Although we reported the use of analytic functions such as a parabolic function for PSF envelope, the better PSF has been obtained (Sumi et al., 2008g, 2009d, 2010c). The best PSF will also be sought in the same manner as the design of filters and windows. From the viewpoint of spatial resolution, PSF will be designed in the spatial and frequency domains. For echo SNR, knowledge of US propagation and decay is also required. By RanganathanIn \& Walker (2003) and Guenther \& Walker (2007), for conventional US imaging of a cyst, the contrast resolution is optimized by using a least squares estimation. In our case, target US properties such as a frequency-dependent attenuation will also be used in the determination of PSFs. Such a method of determination will be reported elsewhere together with the simultaneous determination of multiple parameters. Nonlinear optimization will also be used to determine a US element size and materials. Such an optimally realized PSF or laterally modulated PSF should also be used in US harmonic imaging and measurements as well as in radar (sumi, 2007d). These determinations may also reveal a new aspect of superresolution imaging by inverse filtering (Sumi et al., 2006a, 2008d, 2009c). For instance, in US imaging, a spatial resolution of less than 3 mm is currently required to overcome the clinical limitations in conventional digital US imaging equipment (Sumi et al., 2008f; Sumi, 2010a).
Thus, an accurate real-time 3D US imaging, 3D tissue motion measurements (3D blood flow vector, tissue strain tensor, strain tensor rate etc.) and 3D shear modulus and viscoelasticity reconstructions (Sumi, 2005d, 2007d; Sumi et al., 2005a, 2008f, 2008i, 2009e) using a 2D US array will also be achieved. That is, the optimal determination of a 1D apodization function achieved can be easily extended to 2D functions (Sumi, 2008b). LCM makes it possible to attach an US transducer to the target body in order to achieve the measurements and reconstructions without considering the direction of the target motion. That is, being different from the 2D measurement, the LCM permits complete freehand measurements and reconstructions.
Optimal beamforming (LCM, etc.) can also enable the use of effective high intensity focused ultrasound (HIFU) with a high lateral resolution (Sumi, 2007d). Although the pulse shape and length of US must be considered technically, a proper high intensity US can also be used as a radiation force (ARF) [Bercoff et al., 2004; Dahl et al., 2007] for the imaging of shear waves or treatments. The use of a suitable receiver for HIFU and ARF will also be effective for diagnosis, monitoring and treatment (Sumi, 2002a, 2007d). The evaluation of the newly developed PSFs will also be performed by reconstruction of the mechanical source (e.g., Sumi et al., 2009e) or thermal source (e.g., Sumi et al., 2010b) using the proposed differentialtype inverse methods. Thus, beamforming parameter determinations will also be used to develop a spatially uniform efficient and accurate treatment. A perfect minimum invasive
treatment will be also realized. Efforts will also be made to determine the high-frequency components in an apodization function for a very near field. A various in vivo/in situ microscope can also be realized using LM (e.g., skin: Sumi, 2008h; other applications such as a cultured cardiac cell: Sumi, 2009e; thermal properties: Sumi, 2010b).
In this chapter, we also reviewed MDSAM, MTM and thier applications (Sumi, 2002a, 2005d, 2008b). When small steering angles must be used, non-superimposition methods are more accurate than LCM (Sumi, 2008b). However, when realizing the modulation at half the US frequency as in the agar phantom experiment, the accuracies are almost the same (Sumi et al., 2008i). If we can achieve a higher lateral modulation frequency by realizing a more appropriate US transducer, LCM becomes more accurate than the non-superimposition methods. Moreover, such methods has the same problem as Method 1, and further requires accurate interpolations of the measured displacements at proper coordinates to evaluate the strain tensor.
By Sumi $(2010 \mathrm{~g})$, a new more simple beamforming method was reported, i.e., ASTA referred to as by abbreviation of "a single steering angle." In conjunction, we also developed a new displacement vector measurement methods and lateral displacement measurement methods (Sumi, 2010g). For non-steered scanning, by rotating a coordinate when performing a beamforming or after obtaining a beam, a lateral frequncy can also be obtained. This is a version of ASTA. Thus, for instance, for the original and another version of ASTA, the application of MAM or MDM to an orthant spectra divided in a frequency domain also yields an accurate displacement vetor measurement (Sumi, 2010g; Sumi et al., 2010i). Also low frequency spectra can be disregared to increase a measurement accuracy of displacement (Sumi, 2010g; Sumi et al., 2010i). Although these methods are beyond the scope of this chapter, we briefly mention the problems of LM that can be coped with by ASTA (Sumi, 2010g), i.e.,

1. For a measurement in a 2D or 3D ROI, when a classical synthetic aperture (SA) is used, the US intensity transmitted from an element is small, which may yield low SNR echo data.
2. Alternatively, when crossed beams are superimposed, although a large US intensity can be obtained, time differences between the transmission of the beams can cause measurement errors, if the displacement occurs during these time differences.
3. If plural beams which have different paths are used, the inhomogeneity of tissue properties affects beamforming. Specifically, propagation speed affects focusing (i.e., the beam-crossing position), whereas attenuation and scattering lead to different frequencies of the crossed beams for the applications of 1D displacement measurement methods.
4. At the minimum, more time is required to complete a beamforming than that required with ASTA. Occasionally, more time is also required to complete a displacement calculation than is required with ASTA.
5. If obstacles such as bone exist in a superficial region, a deeply situated tissue cannot be dealt with, because a larger physical aperture is required than for conventional beamforming.
In contrast, with ASTA, although used for a displacement vector measurement, the number of available methods may be limited, and being dependent on the measurement method, only a lateral displacement measurement can be performed, and any of the above concerns, (1) to (5), will not become a problem, and a simple beamforming increases the number of applications of displacement measurement.

Because the highest quality and accuracy of imaging, measurement, and treatment should be spatially uniform, an optimization will also be performed under conditions in which transducers have physically finite effective aperture widths and various shapes. Thus, efforts to develop next-generation US diagnosis/treatment systems using proper beamforming and various methods of computational imaging are currently underway.
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## 1. Introduction

For two main reasons, dermatology is one of the later medical disciplines to use imaging techniques: 1) skin lesions are readily visible to the naked eye or through a magnifying glass, allowing clinical diagnosis with no invasive examination, 2) skin lesions can easily be biopsied or removed for histological study. This approach has therefore remained the basis of clinicopathological diagnosis of skin diseases for a long time. There has also been a third factor, i.e. the technical factors limiting image resolution (1-12). It is often necessary to visualise sub-centimeter lesions or even smaller, as in the case when measuring the thickness of a melanoma, and this cannot be achieved using traditional $7-10 \mathrm{MHz}$ ultrasound. However, such techniques are useful in dermatology, especially in detecting lymph node spread of melanoma $(6,13,14)$.
Other techniques such as optical coherence tomography and confocal microscopy are now available, with better resolution than $20-100 \mathrm{MHz}$ ultrasound. However, both are more expensive and more time-consuming than ultrasound. Moreover, in certain European countries (e.g. France and Germany) ultrasound examination of the skin is reimbursed by health insurance services.
High resolution ultrasound imaging systems enable ultrasound to differentiate structures of less than 100 microns on the beam axis (axial resolution) and 200 microns on the scan axis (resolution axis). This can be achieved by the use of ultrasound frequencies above 15 MHz . Several groups have been working to extend the limits of existing machines by increasing the frequency $(11,12,15,16)$. Working in our group, Berson et al. proposed a new ultrasound device operating at 17 MHz (1).This device was compact and had a very handy probe with an acoustic window enclosed by a thin membrane, allowing easier exploration of skin tumours on the face where they are more frequent than on other sites of the skin. We currently use a device derived from this prototype (Dermcup 2020®, Atys Medica, St

Soucieu en Jarrest, France) (2). The frequency ranges from 20 to 50 MHz , allowing visualisation of the superficial layer of the skin (epidermis and dermis, and the upper part of hypodermis) (Fig. 1), where the majority of lesions and skin tumors are located.


Fig. 1. Normal skin
Ultrasound imaging has been routinely used by dermatologists in our department for over ten years. The main indication is in the initial management of malignant tumors (including helping in the differential diagnosis and measurement of thickness). Moreover, ultrasound of the skin may be useful in the diagnosis of local recurrence and of locoregional melanoma, especially on certain very fibrous scars that are not easily accessible to palpation.

## 2. Ultrasound imaging of melanocytic lesions

Melanocytic lesions are often benign (melanocytic naevus) and affect many individuals. Melanoma is a highly malignant tumor, whose incidence has doubled every 20 to 30 years ( 1 to 2 new cases/10 000 inhabitants/year, representing a $1 \%$ probability of developing melanoma during a lifetime). The overall mortality rate is $20 \%$ and it is greater in the case of lesions thicker than $4 \mathrm{~mm}(50 \%)$. On the other hand, the overall survival of thin lesions (less than 0.5 mm thick) is excellent. The diagnosis of melanocytic lesions is initially clinical, frequently assisted by dermoscopy, and in the case of suspected malignancy, the second step is surgical removal and histology examination which remains the gold standard. Dermoscopy and ultrasound are both non-invasive techniques that can be combined to increase preoperative diagnostic accuracy in pigmented skin lesions (17). Dermoscopy has been proved to improve the sensitivity and the specificity of clinical examination. The goal is to remove all in situ or less than 0.5 mm thick melanomas and to reduce the unnecessary removal of benign melanocytic lesions. How can ultrasound imaging help in the management of such lesions?

### 2.1 Ultrasound imaging of naevi

The lesions are mainly hypoechoic, with many small echoes, symmetrical, and usually well delimited from the adjacent dermis (Fig. 2a). They are usually very thin in the case of junctional naevi (Fig. 2b) and thicker in the case of dermal naevi. However, the ultrasound image of clinically atypical naevi (which are often those that pose a problem of differential diagnosis) may be only slightly different from that observed in thin melanoma. Acoustic

(a)

(b)

Fig. 2. a) echographic appearance of benign congenital melanocytic naevus; b) small acquired melanocytic naevus.
shadowing and retrolesional echogenicity may assist the diagnosis between benign naevus and melanoma (18) Quantitative discrimination of pigmented lesions seems possible using three-dimensional high-resolution ultrasound reflex transmission imaging (19). Blue naevi are also hypoechoic, and often have a dish shape or an ovoid shape (Fig.3a and 3b) (20).


Fig. 3. a) Ovoid shaped benign blue naevus, b) dish shaped naevus

### 2.2 Ultrasound imaging of primary melanomas

The lesions are homogeneous and hypoechoic, often more so than benign naevi in our experience. Echo entry is usually clearly visible, but it is less visible in the case of ulcerated lesions. The lateral dermal component of superficial spreading melanoma is usually well delimited from the dermis, but the intra-epidermal part cannot be seen (Fig. 4) A thin melanoma with Breslow thickness below 0.5 mm may be hard to visualise on the face of an elderly person due to the Sub Epidermal NonEchogenic Band (SENEB). The vertical part of the lesion is easily shown within the dermis and to a lesser extent within the hypodermis (Fig. 5).

### 2.3 Ultrasound imaging of local or in transit recurrence and distant cutaneous metastasis:

Recurrences appear as hypoechoic nodules located within the dermis or the hypodermis. They are not well delimited and often infiltrate adjacent structures (Fig. 6). They are often visible or palpable, and may simulate a benign blue naevus. However, the shape of the lesion is different for a blue naevus and a recurrence of melanoma (20). Moreover, ultrasound examination is able to detect subclinical in transit recurrence in some cases.


Fig. 4. Thin maligant melanoma.


Fig. 5. Thick and ulcerated nodular malignant melanoma.


Fig. 6. In transit skin metastasis of malignant melanoma

### 2.4 Ultrasound measurement of thickness of melanocytic lesions:

The shape of a melanoma is often different from that of a benign naevus. However, the value of ultrasound imaging is mainly to measure the thickness of the lesion ( $3,15,16,17$, $21,23,24$ ). Ultrasound thickness is well correlated with histological thickness (Fig. 7). This was recently demonstrated in a systematic review of the literature which identified 14 studies. Pearson's coefficient is generally good, ranging from 0.88 to 0.97 (21). However, there are some marked differences, as demonstrated in some cases using the graph of Bland and Altman (Fig. 8).This is particularly clear for thick melanomas, and in some particular locations (nail or plantar melanoma). Nevertheless, the width of surgical margins can be
correctly determined from ultrasound thickness, allowing the patient to be operated on in a single operation in nearly $75 \%$ of cases (Table 1) (21).


Fig. 7. Measurement of melanoma thickness with ultrasound (horizontal axis) as compared with histology, i.e. Breslow thickness (vertical axis), in a series of 61 melanomas treated in department.


Fig. 8. Graph of Bland and Altman.

## 3. Differential diagnosis: ultrasound imaging of other frequent lesions

Ultrasound may assist the diagnosis of other pigmented or non pigmented tumors, as melanomas are sometimes achromic.

### 3.1 Basal Cell Carcinoma (BCC)

This is the most common skin cancer, most often located on areas of skin subjected to chronic sun exposure. The incidence is steadily increasing due to population aging and sun exposure habits. The pigmented variant of BCC may be confused with melanoma. In elderly subjects the tumor is mainly located on the face of. The first line of treatment is surgery, which allows complete excision and histological diagnosis. Radiotherapy or cryosurgery are therapeutic alternatives to surgery, with somewhat lower success rates ( $7 \%$ and $10 \%$ recurrence, respectively, versus $5 \%$ after surgery).
Ultrasound imaging may help in the diagnosis of BCC $(25,26)$. The sonographic appearance is often stereotyped: overall anechoic tumor, including large focally dense echoes (Fig. 9). It is usually well delimited from the surrounding dermis.Ultrasound may also assist the detection of early recurrence, especially when surgical removal is incomplete or in cases treated with radiotherapy or cryosurgery. Ultrasound may also be used to help to determine the surgical margins or to delimitate the area treated with radiotherapy or cryosurgery ( 25 , $27-32$ ). This may decrease the rate of relapse.


Fig. 9. Pigmented basal cell carcinoma showing some thick echoes within the tumor.

Epidermal cysts are limited, pushing the adjacent structures, and they have a heterogeneous structure, with both very echogenic and low echogenic areas (Fig. 10).


Fig. 10. Epidermal cysts showing a heterogeneous structure, with both very echogenic and low echogenic areas
Fibrous histiocytomas are fairly homogeneous, less echogenic than the normal dermis, with multiple small echoes, and their boundaries are poorly demarcated from the surrounding dermis (Fig. 11).


Fig. 11. Pigmented fibrous histiocytoma

Seborrheic keratoses are very well delimited, very superficial, as though laid on the skin, and may be misdiagnosed as melanoma. Ultrasound examination shows a dense echo input, under which there are very hypoechogenic lesions, in which one can sometimes see dense echoes (horny pseudocysts) (18) (Fig.12).


Fig. 12. Seborrheic keratosis with retrolesional acoustic shadowing
Acquired angiomas are sometimes a cause for concern especially in cases of inflammation or thrombosis, or sometimes in the differential diagnosis with amelanotic melanoma. They are fairly homogeneous lesions, less echogenic than the dermis, whose echogenicity is quite similar to that of the lip structure that is richly vascularized (Fig. 13).


Fig. 13. Acquired hemangioma of the jaw.

## 4. Conclusion

Pathology examination remains the ultimate gold standard for diagnosis of skin tumors. However, it is not concievable to remove every skin lesion. Clinical examination (possibly assisted by dermoscopy) is often sufficient to determine whether a lesion has to be removed. However, ultrasound imaging provides additional information such as depth and lateral delimitation of the lesion, homegenous or heterogeneous structure, and hypo or hyperechoic appearance. These elements may of themselves be effective in terms of diagnostic accuracy and they are also valuable in the initial management or surveillance of patients.
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## 1. Introduction

In the last few years, three-dimensional ultrasound (3D US) imaging has attracted the interest among medical imaging researchers, because of its unique ability to provide images in three orthogonal planes, and the imaging tool has been proven to be useful clinically in the fields of obstetrics, hepatology, cardiology, urology, and mastology (Badea et al., 2007; Benacerraf et al., 2006; Tutschek \& Sahn, 2007; Taylor et al., 2005; Kotsianos-Hermle et al., 2009).

Multiplanar 3D US imaging is thought to provide more spatial information and allow easier anatomic assessment than the conventional two-dimensional ultrasound imaging. Contrastenhanced three-dimensional ultrasound (CE 3D US) imaging is a new medical imaging technique that uses reflections of microbubbles to clearly depict blood vessels and allows the images to be displayed spatially at different visual angles. Although CE 3D US imaging has recently been evaluated as a tool for clinical diagnosis (Krenning et al., 2007; Yukisawa et al., 2007; Ohto et al., 2005; Wessels et al., 2004; Forsberg et al., 2004), only a few studies have investigated its usefulness in the assessment of hepatic tumors (Yukisawa et al., 2007; Ohto et al., 2005). Hepatic tumors, especially hepatocellular carcinoma (HCC), remain one of the most commonly encountered diseases worldwide (Bosch et al., 2004), and efficacious methods for the diagnosis and therapy of this disease, including CE 3D US imaging, need to be explored further (Camaggi et al., 2007; Kudo, 2007; Dietrich, 2002).
Sonazoid (Daiichi Sankyo, Tokyo, Japan) is a newly-developed second-generation ultrasound contrast agent that has been used clinically in Japan since January 2007 for the evaluation of liver tumors and for phase-inversion harmonic gray-scale sonography. Sonazoid consists of perfluorobutane surrounded by a phospholipid shell and has been reported, from previous studies, to be stable enough to allow image acquisition under ultrasound exposure for 5 to 10 minutes (Numata et al., 2008; Halpern et al., 2002).

Currently, automatically scanned CE 3D US with Sonazoid using the GE LOGIQ 7 ultrasound system (GE Healthcare, Milwaukee, WI, USA) is being used as a clinical diagnostic tool in Japan, especially for liver lesions (Luo et al., 2009a; Luo et al., 2009b; Luo et al., 2009c; Luo et al., 2010a; Luo et al., 2010b; Numata et al., 2010a; Numata et al., 2010b). With the use of coded harmonic angio (CHA) mode and high mechanical index (MI) contrast conditions, which reduce microbubbles in microvessels, but not in relatively large vessels, such as tumor vessels and portal veins, CE 3D US with Sonazoid facilitates detailed observation of tumor vessels. As compared to CE (two dimensional) US with Sonazoid, automatically scanned CE 3D US with Sonazoid allows the volume of interest to be viewed in three orthogonal planes, thereby more spatial information and facilitating easier anatomic assessment.
In this chapter, we present the methods used for acquisition and reconstruction of CE 3D US images obtained with Sonazoid, and also clinical usefulness of this diagnostic modality in the evaluation of hepatic tumor lesions, especially HCC lesions, using many figures to facilitate comprehension.

## 2. US equipment

The US scanning was performed with a commercially available ultrasound imaging system (LOGIQ 7; GE Healthcare, Milwaukee, WI) and a convex volume 4D3C-L probe with a frequency of 2.0-5.5 MHz.

## 3. Advantage of Sonazoid over Levovist as a contrast agent for CE 3D US

In our experience, Levovist is unstable, and therefore, not a suitable contrast agent for CE 3D US. As with Levovist, contrast-enhanced US with Sonazoid involves two phases of contrast enhancement: the vascular phase and the late (parenchyma-specific, delayed, postvascular) phase. The drawback of the poor stability of Levovist is overcome with the high stability of Sonazoid and the microbubbles of Sonazoid have the advantage of allowing more prolonged imaging and providing stronger contrast effects; hence, more detailed observations are possible with Sonazoid than with Levovist.

## 4. CE 3D US at a high mechanical index (MI)

Sonazoid-enhanced US at a low MI using software for a low MI contrast mode (coded phase inversion mode: CPI mode) permits visualization of tumor vessels and tumor enhancement of liver lesions. However, not only relatively large vessels, such as tumor vessels and portal veins, but also microvessels within the liver parenchyma become rapidly filled with Sonazoid microbubbles under low MI conditions, which in turn, permits rapid enhancement of the tumor and of the liver parenchyma simultaneously. This phenomenon allows only a short time for detailed observation of the tumor vessels and tumor enhancement in the vascular phase of Sonazoid-enhanced US.
Sonazoid-enhanced US at a high MI using software for a high MI contrast mode (coded harmonic angio mode: CHA mode) allows observation of vessels in the early phase by eliminating microbubbles in the microvessels but not in the relatively large vessels, such as tumor vessels and portal veins (Numata et al., 2008), which permits a more prolonged of observation time of the tumor vessels, clear tumor enhancement, and also automatically scanned CE 3D US with Sonazoid.

## 5. Data acquisition

2D grey-scale US was carried out for identifying the tumor prior to the CE 3D US, and also for measurement of the tumor size.
Prior to the CE 3D US, 0.2 mL Sonazoid was injected as a bolus by hand through an antecubital vein, followed by injection of 2 mL of $5 \%$ glucose and then a infusion of glucose at $10 \mathrm{~mL} / \mathrm{min}$. The coded harmonic angio (CHA) mode with a mechanical index (MI, 0.50.9 ) of 8 to 13 frames per second was used for the CE US. The entire contrast procedure was divided into three phases: early phase, $15-50 \mathrm{~s}$ after injection of the contrast medium; middle phase, $80-120 \mathrm{~s}$ after injection of contrast medium; late phase, more than 5 minutes after injection of contrast medium.
For data acquisition, the ultrasound imaging system is equipped with two functions: the Static 3D function and the Autosweep 3D function. For both functions, the probe held by the sonographer automatically sweeps the region in the volume of interest (VOI), the size and position of which is already adjusted on the grey-scale US to contain the target tumor and the surrounding tissues. Static 3D enables easy volume scanning and rendering. However, it is difficult to control the complex acoustic power protocol required for high-MI contrast imaging, and this may cause unexpected bubble destructions in the middle and late phases. On the other hand, the AutoSweep 3D provides the acoustic power control needed for highMI imaging, without unexpected bubble destructions. Therefore, in the early phase we performed two scanning procedures using the two functions, while in the two subsequent phases, only one procedure each was conducted, with the Autosweep 3D. The scanning angle can be selected in the range of $15^{\circ}$ to $84^{\circ}$. We used angles in the range of $30^{\circ}-70^{\circ}$, depending on the tumor size.
When we used the Static 3D for the data acquisition in the early phase, there were five levels of acquired image quality, Max, Hi 2, Hi 1, Mid 2, Mid 1, and Low. The Max level combined the highest density with the slowest speed, and the Low level combined the lowest density with the highest speed. Both the scanning time and image quality should be taken into consideration for proper image acquisition. The Mid 2 or Hi1 quality was selected for the patients, considering the short breath-holding duration. Accordingly, the time for one scanning session was 4.5 s to 26 s (mean 10 s ). Therefore, the number of scanning sessions was 1 or 2 times during the early phase using the Static 3D function. The data acquired were stored as cineloops in the hard disk of the ultrasound imaging system.
When we used the Autosweep 3D for data acquisition in each of the three phases, there were four levels of acquired image quality, low, mid, high, and max. The mid quality was selected for the patients, considering the short breath-holding duration. Accordingly, the time for one scanning session was 3 s to 11 s (mean 6 s ). The number of scanning sessions was 1 to 4 during the early phase, 1 to 2 during the middle phase, and 1 to 4 using the Autosweep 3D function. The data acquired were automatically stored as cineloops in the hard disk of the ultrasound imaging system. Subsequently, we selected the good data obtained in each phase for the image reconstruction.

## 6. Image reconstruction

3D image reconstruction was performed using the functions with which the LOGIQ 7 ultrasound system was equipped. In the VOI which was presented in an isotropic rectangular coordinate frame, the three orthogonal planes were referred to as plane A ,


Fig. 1. Illustration of the volume of Interest and three orthogonal planes obtained by automatic 3D acquisition. Plane A moves from the front to the rear, or in the opposite direction, through the volume of interest, whereas plane B moves from the left to the right, or in the opposite direction, and plane C moves from the top to the bottom, or in the opposite direction.
which could migrate from the front to the rear through the VOI, plane B, which moved from the left to the right, and plane C, which moved from the top to the bottom (Fig. 1).
Tomographic ultrasound images (TUI) with presentation of several parallel slices in three orthogonal planes were reconstructed in three phases, while the number of slices that could be selected was 2, 4, or 6 for images obtained using the Autosweep 3D, and 2, 4, or 9 for the Static 3D. In order to show the desired images, the range of distance between two slices in the TUI could be adjusted as required (Figs. 2A-C). The mean time taken for these procedures was about 20 s .
Sonographic angiograms were reconstructed in an angio-like view during the early phase using various rendering modes. When the Autosweep 3D was used, the five rendering modes consisted of the surface mode, texture mode, and maximum intensity projection mode, average intensity mode, and minimum intensity modes, which could be used in any combination (Fig. 2D). The maximum intensity projection mode displaying the maximal gray values in the VOI, combined with the surface mode displaying the gray values on the surfaces of the anatomic structures, was used to visualize the tumor vessels and early tumor enhancement in the early phase. While the average intensity mode displaying the average gray values in the VOI was employed in combination with the surface mode, to define the tumor based on the predominantly unenhanced areas in the early, middle and late phases. The mean time taken for these procedures was about 45 s .
When the Static 3D was used for the reconstruction of the data obtained in the early phase, the transparent maximum mode (as same as the maximum intensity projection mode) combined with the surface smooth mode was selected to depict the tumor vessels and the tumor enhancement distinctly. The transparent X-ray mode (as same as the average intensity mode) combined with the surface smooth mode (as same as the surface mode) was used for detection of the unenhanced areas within the tumors, if these unenhanced portions played an important role in defining the tumors, such as unenhanced portions of metastases


Fig. 2. Early-phase contrast-enhanced three-dimensional ultrasonographic (CE 3D US) images of the liver in a patient with focal nodular hyperplasia (maximum diameter, 50 mm ) in the left lobe. A-C: Tomographic ultrasound images (TUI) in plane A, which could be translated from front to back (A), plane B, which could be translated from right to left (B), and plane C , which can be translated from bottom to top. The slice distance is 1.0 mm in each plane. Slight cardiac motion artifacts are seen in planes B and C. Sonographic angiograms acquired by CE 3D US with the Autosweep 3D in the early phase and rendered using the maximum intensity projection mode mixed with the surface mode; the images show the tumor to contain a spoke-wheel artery (D). Arrows indicate the spoke-wheel artery.
with early peripheral ring-like enhancement accounting for large areas of the tumors. In cases of hypervascular tumors, such as typical HCC lesions or focal nodular hyperplasia, the transparent maximum mode (maximum intensity projection mode) alone was selected to simplify the procedure to depict the intratumoral vessels with early tumor enhancement distinctly. Tortuous vessels within the lesion could be clearly visualized (Fig. 3). The mean time taken for these procedures was about 60 s .


Fig. 3. Early-phase of CE 3D US images of the liver in a patient with a large hepatocellular carcinoma (HCC) (maximum diameter, 75 mm ) in the right lobe. A-C: Sonographic angiograms acquired by CE 3D US with the Static 3D in the early phase and rendered using the maximum intensity projection mode alone, presented in different directions, showing the tumor containing the tortuous intratumoral vessels.

## 7. Characterization of liver lesions by CE 3D US with Sonazoid

Sonazoid-enhanced 3D US also provides important spatial visualization of any part of the VOI. From the early to the late phase, Sonazoid-enhanced 3D US shows tumor vascularity and changes in tumor enhancement patterns in multiplanar images. In our retrospective study of 139 liver lesions, the diagnostic accuracies of Sonazoid-enhanced 3D US and contrast-enhanced 3D CT were assessed for differentiating among liver lesions. The sensitivity of both modalities was $83 \%$ or higher, the specificity was $87 \%$ or higher for Sonazoid-enhanced 3D US and $92 \%$ or higher for contrast-enhanced 3D CT, the positive predictive value was $71 \%$ or higher for both modalities, and the area under the receiver operating characteristics curve $(A z)$ was 0.89 or more for US and 0.92 or more for CT. The inter-reader agreement was good to excellent ( $\mathrm{k} \geq 0.76$ ) for both modalities (Luo et al., 2009c).

## 8. Features of hypervascular HCCs on CE 3D US with Sonazoid

Typical hypervascular HCCs contain intratumoral vessels and show tumor enhancement in the early phase, show homogeneous or heterogeneous tumor enhancement (slight washout) in the middle phase, and become hypoechoic, showing a distinct boundary with the surrounding liver parenchyma (washout) in the late phase (Figs. 4-6). Most moderately and poorly differentiated HCCs show these enhancement patterns, whereas about half of the hypervascular well-differentiated HCCs appear as isoechogenic areas in the late phase. It must be borne in mind that about half of the hypervascular well-differentiated HCCs are not detected as perfusion defects in the late phase of Sonazoid-enhanced US.
The main rendering mode used for obtaining sonographic angiograms in the early phase for hypervascular HCCs is the maximum intensity projection mode, mixed with some other mode at a different percentage, which enables depiction of the tumor staining and tumor vessels in three dimensions at any visual angles desired. Sonographic angiograms also demonstrate the relationship between the reconstructed tumor staining and the surrounding vessels (Figs. 4C, 5A). The main rendering mode used for obtaining sonographic
angiograms in the late phase for typical hypervascular HCCs is the average intensity mode mixed with the surface mode at a different percentage, which enables depiction of the lesions as hypoechogenic (washout) areas.


Fig. 4. CE 3D US images of the liver in a patient with HCC (maximum diameter, 40 mm ) located adjacent to the left portal vein in segment IV of the left lobe. A-C: TUI in plane A of the early phase (A), middle phase (B), and late phase (C). The slice distance was 3.5 mm in each plane. These images show homogeneous tumor enhancement with intratumoral vessels in the early phase, homogeneous enhancement (slight washout) in the middle phase, and hypoechogenicity (washout) in the late phase. Sonographic angiograms acquired with the Autosweep 3D function in the early phase and rendered using the maximum intensity projection mode mixed with the surface mode showing the feeding artery (arrowhead) and homogeneous tumor enhancement with intratumoral vessels (arrow) (D). The left portal vein is also seen.


Fig. 5. CE 3D US images of the liver in a patient with a small HCC located adjacent to the right anterior portal vein (maximum diameter, 13 mm ) in segment VIII of the right lobe. A-D: Display of a sonographic angiograms acquired with the Autosweep 3D function in the early phase and rendered using the maximum intensity projection mode mixed with the surface mode (A) and 3D plane B, which could be translated from right to left (B), plane C, which could be translated from bottom to top (C), plane A, which could be translated from front to back (D); these images show homogeneous enhancement of the tumor with intratumoral vessels adjacent to the portal vein and hepatic artery. E-H: Display of sonographic angiograms acquired with the Autosweep 3D function in the middle phase and rendered using the average intensity mode mixed with the surface mode (E) and 3D plane B (F), plane C (G), plane A (H); these images exhibit the lesions as perfusion defect. I-L: Display of sonographic angiograms acquired with the Autosweep 3D function in the late phase and rendered using the average intensity mode mixed with the surface mode $(\mathrm{I})$ and 3D plane $\mathrm{B}(\mathrm{J})$, plane $\mathrm{C}(\mathrm{K})$, plane $\mathrm{A}(\mathrm{L})$; these images exhibit the lesion as a hypoechogenic (washout) area. Arrowheads indicate the margin of the tumor. Therefore, this HCC shows homogeneous enhancement with intratumoral vessels in the early phase, appears as a perfusion defect in the middle phase, and as a hypoechogenicity (washout) in the late phase of the CE 3D US.


Fig. 6. CE 3D US images of the liver in a patient with a typical hypervascular HCC (maximum diameter, 20 mm ) in segment VII (arrows) and a non-hypervascular (atypical) HCC (maximum diameter, 30 mm ) in segment VI (arrowheads) in the right lobe. A-D: TUI in plane A obtained at $22 \mathrm{sec}(\mathrm{A})$ and $37 \mathrm{sec}(\mathrm{B})$ (the early phase), 1 min 45 sec (the middle phase) (C), and 6 min 45 sec (the late phase) after injection of Sonazoid (D). The slice distance was 4.4 mm in each plane. As for the HCC located in segment VII (arrows), the tumor shows heterogeneous enhancement with intratumoral vessels in the early phase (A, B), homogeneous enhancement (slight washout) in the middle phase (C), and appears as a hypoechogenic (washout) area in the late phase (D). This HCC was a moderately differentiated HCC. As for the HCC located in segment VI (arrowheads), these images show hypoechogenicity (A), followed by homogeneous tumor enhancement without intratumoral vessels (isoechogenicity) (B) in the early phase, homogeneous enhancement in the middle phase (isoechogenicity) (C), and isoechogenicity (persistence of enhancement) in the late phase (D). This HCC was a well-differentiated HCC.

## 9. Features of atypical HCCs on CE 3D US with Sonazoid

Most non-hypervascular well-differentiated HCCs (early HCC) are visualized as hypo- to isoechogenic areas without obvious tumor vessels in the early phase, show diffuse enhancement in the middle phase (isoechogenicity), and appear as isoechogenic (persistence
of enhancement) areas in the late phase. Figure 6 shows a TUI showing coexistence of typical hypervascular HCC and early HCC in the right lobe of the liver.
Figure 7 shows a nodule-in-nodule type of HCC. A TUI of this lesion shows heterogeneous enhancement with intratumoral vessels in the early phase, and heterogeneous enhancement in the middle phase. In the late-phase TUI, the lesion exhibits partial hypoechogenicity (washout), corresponding to the enhanced area in the early phase, and isoechogencity (persistence of enhancement) in the remaining area. In general, isoechogenicity in the late phase suggests the diagnosis of well-differentiated HCC and hypoechogenicity in the late phase suggests moderately well-differentiated HCC.


Fig. 7. 3D US and CE 3D US images of the liver in a patient with a nodule-in-nodule type of HCC (maximum diameter, 18 mm ) in segment VI of the right lobe. A-D: TUI in plane A of B-mode, early phase (A), middle phase (B), and late phase (C). The slice distance was 0.5 mm in each plane. These images show the nodule-in-nodule lesion in the B -mode (A), heterogeneous enhancement with intratumoral vessels in the early phase (B), and heterogeneous enhancement in the middle phase (C). In the late-phase TUI, the lesion exhibits partial hypoechogenicity (washout), corresponding to the enhanced area in the early-phase image, and isoechogenicity (persistence of enhancement) in the remaining area (D), corresponding to the non-enhanced area in the early-phase image. Arrowheads indicate the margin of the tumor.

## 10. Features of hepatic metastases on CE 3D US with Sonazoid

The typical enhancement pattern of hepatic metastases consists of peripheral ring-like enhancement with peritumoral vessels (Fig. 8) or intratumoral vessels in the early phase, peripheral ring-like enhancement in the middle phase (wash out), and hypoechogenicity (wash out) in the late phase. As for hypervascular metastases, CE 3D US shows heterogeneous enhancement with intratumoral vessels in the early phase, peripheral ringlike enhancement (wash out) in the middle phase, and hypoechogenicity (wash out) in the late phase (Fig. 9). In this case, the enhancement pattern in the early phase was consistent with that of a hypervascular HCC. However, as compared to a hypervascular HCC, hypervascular metastases have a tendency to show an early washout pattern in the middle phase. This is a valuable finding for differentiating between these two tumors. Hypovascular hepatic metastases show peritumoral vessels without obvious enhancement in the early phase, appear as perfusion defects in the middle phase, and show hypoechogenicity (washout) in the late phase (Fig. 10).


Fig. 8. CE 3D US images of the liver in a patient with metastasis from colon carcinoma (maximum diameter, 16 mm ) in segment VIII of the right lobe. A-D: TUI in plane A of the early phase (A), middle phase (B), and late phase (C). The slice distance was 1.5 mm in each plane. These images show peripheral ring-like enhancement with peritumoral vessels in the early phase, peripheral ring-like enhancement in the middle phase (wash out), and hypoechogenicity (wash out) in the late phase. Arowheads indicate the margin of the tumor.


Fig. 9. CE 3D US images of the liver in a patient with metastasis from colon carcinoma (maximum diameter, 65 mm ) in the right lobe. A-E: TUI in plane A with a slice distance of 5.4 mm of the early phase (A), middle phase (B), and late phase (C), in plane B with a slice distance of $8.2 \mathrm{~mm}(\mathrm{D})$, and in plane C with a slice distance of $7.0 \mathrm{~mm}(\mathrm{E})$ of the late phase. These images show heterogeneous enhancement with intratumoral vessels in the early phase (A), peripheral ring-like enhancement (wash out) in the middle phase (B), and hypoechogenicity (wash out) in the late phase (C-E). A sonographic angiogram acquired with the Autosweep 3D function in the early phase and rendered using the maximum intensity projection mode mixed with the surface mode showing heterogeneous tumor enhancement with intratumoral vessels (arrow) adjacent to the hepatic artery (F). A sonographic angiogram acquired with the Autosweep 3D function in the late phase and rendered using the average intensity mode mixed with the surface mode showing the tumor as a hypoechogenicity (G).


Fig. 10. CE 3D US images of the liver in a patient with metastasis from colon carcinoma (maximum diameter, 25 mm ) in segment VIII in the right lobe. A-C: TUI in plane A of the early phase (A), middle phase (B), and late phase (C). The slice distance was 1.8 mm in each plane. These images show peritumoral vessels alone (arrows), without obvious enhancement in the early phase (A), perfusion defect in the middle phase (washout) (B), and hypoechogenicity (washout) in the late phase (C). Arrowheads indicate the margin of the tumor.

The main rendering mode used for obtaining sonographic angiograms in the middle and late phase for metastases is the average intensity mode, mixed with the surface mode at a different percentage, which enables depiction of the lesion as a hypoechogenic (washout) region. According to the vascularity in the early phase, we selected the main rendering mode for obtaining the sonographic angiograms. In cases with hypervascular metastases, the main rendering mode used is the maximum intensity projection mode, and in cases with lesions showing extensive unenhanced areas, we select the average intensity mode as the main rendering mode.

## 11. Features of hemangiomas on CE 3D US with Sonazoid

The typical enhancement pattern of a hepatic hemangoma consists of peripheral nodular enhancement without tumor vessels in the early phase, peripheral nodular enhancement in the middle phase, and isoechogenicity (persistence of enhancement) in the late phase (Fig. 11). Most hemangiomas appear as isoechogenicities or show incomplete fill-in and


Fig. 11. CE 3D US images of the liver in a patient with a small hemangioma (maximum diameter, 13 mm ) in segment VIII of the right lobe. A-D: TUI in plane A obtained at 21 sec (A) and 35 sec (B) (early phase), 1 min 30 sec (middle phase) (C), and 5 min 40 sec (late phase) after the injection of Sonazoid (D). A slice distance is 0.5 mm in each plane. These images show peripheral nodular enhancement without tumor vessels in the early phase (A, B), heterogeneous enhancement in the middle phase (C), and isoechogenicity (persistence of enhancement) in the late phase (D). Arrowheads indicate the margin of the tumor. A sonographic angiogram acquired with the Autosweep 3D function in the early phase and rendered using the average intensity mode mixed with the maximum intensity projection mode, presented in different directions, showing peripheral nodular enhancement without tumor vessels adjacent to the portal vein and the hepatic artery ( $\mathrm{E}, \mathrm{F}$ ).
persistence of enhancement in the late phase; however, it must be borne in mind that in some cases, these tumors exhibit slight hypoechogenicity (slight washout) in the late phase (Fig.12). The enhancement pattern of high-flow type hemangiomas consists of homogeneous enhancement immediately after the peripheral nodular enhancement without tumor vessels in the early phase, homogeneous enhancement in the middle phase, and isoechogenicity (persistence of enhancement) in the late phase. Detection of peripheral nodular enhancement without tumor vessels in the early phase is very significant for the diagnosis of hemangioma.


Fig. 12. CE 3D US images of the liver of a patient with hemangioma (maximum diameter, 35 mm ) in segment VIII of the right lobe. A-C: TUI in plane A of the early phase (A), middle phase (B), and late phase (C). The slice distance was 3.5 mm in each plane. These images show peripheral nodular enhancement without tumor vessels in the early phase (A), peripheral nodular enhancement in the middle phase (B), and slight hypoechogenicity (slight washout) in the late phase (C). D-G: Display of a sonographic angiogram acquired with the Autosweep 3D function in the early phase and rendered using the average intensity mode mixed with the maximum intensity projection mode (D) and 3D plane $\mathrm{B}(\mathrm{E})$, plane C $(\mathrm{F})$, plane A (G). These images show peripheral nodular enhancement without tumor vessels adjacent to the portal vein and the hepatic artery. H-K: Display of a sonographic angiogram acquired with the Autosweep 3D function in the middle phase and rendered using the average intensity mode mixed with the surface mode $(\mathrm{H})$ and 3D plane $B(\mathrm{I})$, plane C (J), plane A (K). These images exhibit the lesions as peripheral nodular enhancement.

The main rendering mode used for obtaining sonographic angiograms in every phase for hemangiomas is the average intensity mode, mixed with some other mode at a different percentage, which enables depiction of the unenhanced areas of the lesion as a hypoechogenic region.

## 12. Evaluation of the therapeutic efficacy of ablation therapy by CE 3D US with Sonazoid



Fig. 13. 3D US and CE 3D US images of the liver in a patient with HCC located adjacent to the right anterior portal vein (maximum diameter, 29 mm ), in segment VIII in the right lobe. A-D: Display of sonographic angiograms acquired with the Autosweep 3D function and
rendered using the surface mode $(A)$ and 3D plane B, plane $C(C)$, plane $A(D)$ of the $B-$ mode obtained before RFA showing a hyperechoic tumor.
E-H: Display of sonographic angiograms acquired with the Autosweep 3D function and rendered using the maximum intensity projection mode with the surface mode (E) and 3D plane $B(F)$, plane C $(G)$, plane $A(H)$ of the early-phase images obtained before RFA showing homogeneous enhancement of the tumor with intratumoral vessels.
I-L: Display of sonographic angiograms acquired with the Autosweep 3D function and rendered using the average intensity with the surface mode (I) and 3D plane B (J), plane C (K), plane A (L) of the middle-phase CE 3D US using the CPI mode with a low mechanical index obtained 1 day after RFA showing the tumor itself and the ablated areas. However, the background B-mode appears to interfere with the clear visualization of sufficiently ablated areas.
M-P: Display of a sonographic angiograms acquired with the Autosweep 3D function and rendered using the average intensity with the surface mode $(\mathrm{M})$ and 3D plane $\mathrm{B}(\mathrm{N})$, plane C $(\mathrm{O})$, plane $\mathrm{A}(\mathrm{P})$ of the middle-phase CE 3D US using the CHA mode with a high mechanical index, which eliminates the background B-mode, obtained 1 day after RFA showing the necrotic areas as clear perfusion defects. This 3D view shows that the ablated area is slightly larger than the original tumor and that the safety of the margin is not sufficient; thus, the patient needed to be monitored closely for tumor recurrence; 22 months after the RFA, local recurrence was detected by dynamic MRI.

CE 3D US imaging with Sonazoid allows 3D visualization for comparison with a high sensitivity of HCC tumors before treatment with the treated areas after ablation. Use of the CHA mode and a high mechanical index eliminates the background B-mode and emphasizes the microbubbles in the vessels, allowing residual tumors to be differentiated from necrotic areas after ablation. Using this method, we recently demonstrated the usefulness of automatically scanned CE 3D US with Sonazoid for early evaluation of the therapeutic efficacy of percutaneous RFA for HCC lesions (Fig. 13) (Luo et al., 2010b).
Sonazoid-enhanced 3D US can also be used to evaluate the immediate therapeutic effects of high-intensity focused ultrasound (HIFU) on small HCC lesions. This modality has the potential to allow detection of residual HCCs after such treatment, thereby enabling additional HIFU ablation to be performed for residual untreated portions (Numata et al., 2010b).

## 13. Side effects of Sonazoid

Sonazoid is associated with a low incidence of side effects, such as diarrhea $1.6 \%$, albuminuria $1.6 \%$, and neutropenia $1.0 \%$. It is not contraindicated for patients with renal dysfunction or iodine allergy, although one reported contraindication for Sonazoid in patients is a history of egg allergy (Moriyasu \& Itoh, 2009).

## 14. Limitations

First, CE 3D US of focal liver lesions has the shortcoming of potentially including artifacts from the heart and respiratory movements (Figs. 2B, C), rib cage, and interference from
abdominal gas, etc. We attempted to minimize the influence of artifacts by requesting the patients to hold their breath during the scanning procedure, selecting the location of the volume transducer, mediating the size and position of the VOI, adjusting the scanning angle, and reconstructing the sonographic angiogram using appropriate rendering modes. Second, when multiple lesions were detected in one VOI, we could scan the lesions simultaneously in the early phase; however, when multiple lesions were located in separate VOI, only one VOI could be evaluated by CE 3D US in the early phase. Third, until recently, Sonazoid was only available in Japan, which might the spread of CE 3D US using this contrast agent.

## 15. Conclusions

CE 3D US, which is convenient to perform and does not involve radiation exposure, appears to be promising as a novel and useful method for three-dimensional evaluation of the vascular characteristics of liver tumors and for the differential diagnosis of hepatic lesions with good diagnostic capability. These features of CE 3D US are anticipated to be of benefit in the clinical setting. This modality can also be potentially useful for evaluating the effects of RF ablation or HIFU for HCCs, offering unique 3D visualization. We hope that in the near future, a fusion imaging method that would allow fusion and synchronization of CE 3D US images with multiplanar reconstruction CT or MR images on a single screen in realtime will become available in the near future.
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## 1. Introduction

Ischemic Stroke (IS) represents the third leading cause of death in the Western World and it is particularly relevant because disability is a major frightening issue both for patients' quality of life, as well as for social and therapeutical implications (Engel, 1998).
One of the most frequent causes of Ischemic Strokes and Transient Ischemic Attacks (TIAs) is cerebral embolism that originates from atherosclerotic plaques in the carotid vessels. This "Large artery" (LA) pathogenesis accounts for $25-30 \%$ of all IS, i.e. more than $1 / 4$ million per year, worldwide (Diener, 2004). In patients with a previous manifested TIA or IS, LA atherosclerosis is indeed observed in nearly $70 \%$ of the cases. Nonetheless, IS is proceeded by a TIA only in half of the patients with carotid atherosclerosis while, in the other half, Stroke may occur without the former manifestation of symptoms (Barnett, 1998).
In regards to preventive surgical strategies for carotid artery diseases, two major fundamental trials represent a "cornerstone" in treatment strategy of the carotid Strokes: these trials clearly and definitively confirmed the relationship between the risk of neurological events and the degree of the internal carotid artery stenosis. According to data collected from European Carotid Surgery Trial (Rothwell, 2004; ECST, 1991; ECST, 1998) and to the North American Symptomatic Carotid Endarterectomy Trial (Barnett, 1998) Stroke risk is correlated to the presence of hemodynamic internal carotid artery stenosis and occurrence of recent cerebrovascular symptoms. A general consensus has been reached on indications for Carotid Endoarterectomy (CEA), that at present has to be performed in
experienced centers in patients with: a) symptomatic severe stenosis (=/>70\%); b) symptomatic stenosis (with soft unstable plaque) $>50 \%$; c) asymptomatic patients with 70-99\% stenosis below 75 years of age (Rothwell, 2004, Goldstein 2010, Hobson 2008, Liapis 2009). On the other hand, the real benefit of CEA in asymptomatic patients, even though affected by severe hemodynamic degree of stenosis is still nowadays controversial and not clearly defined, as demonstrated by ACAS (ACAS, 1995) and ACST (Halliday, 2004) trials: only carotid stenosis > 70\% would benefit from CEA, but only after five years follow-up and only in center where CEA is performed with very low perioperative complication rates (Halliday 2010, Kakkos 2009, Setacci 2009). When stenoses are below this threshold, patients are adressed towards medical therapy, which offers at present good results (Rothwell, 2004; CAPRIE, 1996, Goldberg 2010). Therefore the problem of primary prevention strategy exists for a high number of asymptomatic patients, that may transform into 250.000 new IS per year: in these patients, the surgical approach decided only on the severe degree of internal carotid stenosis may be no more valid.
It is mandatory to ameliorate the balance between risksa nd benefit of CEA in asymptomatic patients: during the last 30 years several potential risk factors have been evaluated to appropriately select subgroups of asymptomatic patients that may really benefit from CEA, but, however, without reaching satisfactory results and clear indications (Abbott, 2007; Nicolaides, 1995). At present, the recent ACES Study performed in asymptomatic patient with severe degree internal carotid artery stenosis ( $>70 \%$ ) in order to detect risk factors significantly related with the onset of neurological events concluded that only the microembolism identified at 2 hours Transcranial Doppler monitoring is a true and independent predictor of cerebrovascular events., significantly linked with cerebral ischemia (Markus, 2010). For all the these reasons further studies are mandatory in order to select subgroup populations that really benefit of surgical treatment.
New evaluation methods have to be considered: the detection of the unstable, vulnerable plaques will have to use functional investigations methods, and no longer the morphological investigation alone is sufficient. Advances in carotid plaque imaging could allow functional investigations methods and the detection of vulnerable plaques has to be performed according to these new viewpoints. Due to all the above-mentioned controversial points, the risk-benefit and cost-effectiveness of CEA in asymptomatic patients have to be better characterized, identifying the real subpopulations that would really take advantages from a surgical preventive strategy, in favor of a safe secure benefit and long-term outcome. In addition, being Stroke an unforeseeable event that occurs in a wide percentage of cases because of carotid embolic lesions, plaque morphology characterization has represented a fundamental step for the selection of patients at risk of cerebrovascular ischemic events. Nonetheless, in recent years, even all information about degree of stenosis and plaque morphology is not yet considered enough to recognize lesions at risk. New further concepts regarding functional activities of carotid plaques represent the future target to be investigated, in order to indentify the so called "vulnerable plaques" and, consequently, to avoid the disabling ischemic event.

### 1.1 The symptomatic plaque from the histological point of view

Histopathological data collected from carotid specimen of symptomatic patients have clearly identified the different morphological characteristics of the symptomatic plaques (Mauriello, 2010; Fisher, 2005) linked with cerebral ischemia and with the underlying mechanisms of plaque instability.

Beyond the degree of stenosis, the presence of plaques heterogeneity, large areas of intraplaque hemorrhage or a necrotic lipidic core, the presence of surface ulcerations, represent all peculiar characteristics of symptomatic, complicated carotid plaques. All histological studies have then confirmed that the underlying plaque morphology is an important further predictor of stroke risk (Gronholdt, 2001; Stary, 1995). Several studies have shown that plaque morphology have also to be considered an additional independent predictor of cerebral infarction and that carotid plaques at risk for rupture are not always correlated with the severity of stenosis at bifurcation sites. Other morphological characteristics seem to play a more relevant role (Griffin, 2010).
Several histopathological studies have compared the morphological aspects of carotid plaques removed from symptomatic and asymptomatic patients in attempt to better understand the mechanisms underlying plaque destabilization demonstrated that plaque rupture, thin fibrous cap and thrombogenic plaques with relevant inflammatory infiltration and increase of macrophage cells are main features of symptomatic plaques, prone to be responsible of embolic cerebrovascular events (Spagnoli, 2004; Carr, 1996; Fisher, 2005)

### 1.2 Ultrasonography for plaque characterization

Characterization of plaque morphological aspects seemed an excellent method for risk stratification of neurological events. Over the past twenty years, high-resolution ultrasonography represented a reliable tool for plaque characteristics investigation in vivo and in real-time. Still nowadays Color Duplex Ultrasonography is a reliable, repeatable and noninvasive top-level and first choice investigation method in the evaluation of supraortic vessels.
Historically, in 1983 Reilly and coll. (Reilly, 1983) introduced the first characterization of plaque structure according to data obtained from ultrasound investigations: the concepts of "homogeneous" and "heterogeneous" were introduced in clinical practice to define plaques characteristics related to cerebrovascular risk. Irregular surface and ulcerations has also been identified as morphological features predictors of cerebrovascular events (Dixon, 1982).
In 1985 Johnson and Colleagues (Johnson, 1985) established three different criteria describing plaque composition, including calcified, dense (less hyperechogenic than calcified lesions) or soft plaques (isoechogenic in comparison with blood).
In 1988, Gray-Weale and coworkers (Gray-Weale, 1988) described four different plaque types and proposed a classification of morphological features according to ultrasound imaging: Type 1 (anechoic to echogenic fibrous cap; Type 2 (predominantly, but anechoic areas with echogenic, less than $25 \%$ of the plaque); Type 3 (mostly hyperechoic areas with anechoic, less than $25 \%$ of the plaque); Type 4 (echogenic and homogeneous plaque).
In 1990, Widder (Widder, 1990) proposed a reverse classification, the most anechogenic plaques being assigned to Type IV and the most echogenic to Type I.
In 1993, Geroulakos (Gerulakos, 1993) introduced a modified version of Gray-Weale's classification including a 5th category of unclassified plaque reflecting calcified plaques which may have zones of acoustic shadowing which obscure the deeper part of the arterial wall as well as the vessel lumen.
Only in the following years the relative risk of plaque related to morphological characteristics according to a numerical quantification was the subject of a consensus meeting (De Bray, 1996) on the characterization of plaques: it was finally decided that the echogenicity of the plaque should have be standardized against 3 reference structures: blood flowing to anechoic, sternocleidomastoid muscle for isoechogenic, next to the transverse
processes of cervical vertebrae for hyperechogenicity Further studies suggested the use of the bright far wall of media-adventitia interface as a reference for hyperechogenicity (Joakimsen, 1997). After these early works many further studies have reported data regarding the successful correlation between the plaque morphology on ultrasound investigation and the histological plaque composition.
To further reduce the possibility of biases due to the subjective evaluation, computerized methods also have been introduced to evaluate echogenicity of carotid plaques. The standardized quantitative computerized assessment of plaque echogenicity by Gray Scale Median (GSM) represents nowadays an objective tool for the definition of the unstable plaques (El-Barghouty, 1995; Biasi, 1999). Data collected from literature have indeed clearly demonstrated that low GSM plaque values identify those lesions that are closely related to the prediction of the risk for embolic events (Biasi, 1999; Mathiesen, 2001).


Fig. B-Mode imaging of soft plaques with a clear anechoic part in the distal posterior part of the plaque (green arrows, left) and with a superimposed iso-hypoechoic trhombus (green arrows, right).

### 1.3 From morphology to patophysiology

There is a general agreement that the identification of carotid artery vulnerable lesions is not possible nowadays only relying on the degree of stenosis and plaque morphological characteristics alone. Even if these features represent the conventional methods used for planning adequate treatment strategies, these methods are not capable of evaluating in vivo inflammation and remodeling of unstable plaques, and consequently to predict the true risk of cerebrovascular events. Surface rupture and luminal thrombus formation related to plaque acute inflammation are nowadays considered the major events related to the development of acute stroke.
Techniques aimed at imaging the biological "functional" status of the plaque are now emerging. Conventional radiological imaging such as Computerized Tomography Angiography with contrast agents (CT), Magnetic Resonance Imaging (MRI) and even Positron Emission Tomography (PET) have been recently applied to image targets of the biological functional pathways of carotid plaques. Nonetheless, up-to-date there is no "in vivo" imaging technique considered as the "gold standard" for the demonstration of the direct temporal correlation between inflammation and morphological features of carotid vulnerable plaques responsible of neurological events (Warburton, 2006). Moreover, being
not widely available and being expensive and radiation risk techniques, these tools cannot be used in the current ordinary follow-up. Despite the excellent results obtained on the validation and accuracy of ultrasonography, the true mechanism able to convert an asymptomatic plaque to a symptomatic one failed to be clearly identified and even if Duplex evaluation represented a further step in the knowledge, it seemed inadequate. Preoperative ultrasound carotid imaging can be used to detect the histological characteristics of plaque with the possibility of post-operative validation. Since recent clinicopathological studies have indicated the role of intraplaque hemorrhage and ulceration in symptomatic carotid disease, identification of these features is of high value in choosing therapy, especially for the asymptomatic patient.
From clinical studies a new concept has emerged: plaque 'vulnerability' i.e. the inner stability and risk for rupture other than morphology and degree of stenosis may be more adequate (Reilly, 1983; Hennerici 2004). Thus, a functional diagnostic test (instead of a pure anatomical imaging) would be preferable as current clinical anatomical investigations have a poor ability to predict which plaques become symptomatic in the immediate future.

## 2. Plaque angiogenesis

The clinical complications of atherosclerosis are caused by local thrombus formation, which results from the rupture and fissuration of surface of an unstable atherosclerotic plaque. The formation of microvessels (angiogenesis) in an atherosclerotic plaque contributes to the development of plaques, increasing the risk of plaque rupture.
Only recently has the in vivo evaluation of angiogenesis received attention for its possible role in assessing the vulnerability of the atheroma. The presence of microvessels in atherosclerotic plaques was firstly described by Paterson in 1936-38 and Geiringer (1951) as well as their lack in the non atherosclerotic - normal, non pathological - arterial wall: these were simply pure observational studies, very far to connect with a patophysiological mechanism. From histological reports it is well known that angiogenesis is linked with the vulnerable, unstable plaque characteristics. Moreover, although the detailed pathophysiological mechanisms of plaque formation and rupture are still under debate, there seems to be reasonable evidence that smooth muscle cell hypertrophy, proliferation and migration through the basal membrane, macrophage infiltration, LDL deposition and intimal neoangiogenesis are crucial steps finally leading to plaque vulnerability and rupture. Histological studies have indeed shown that microvessels are not usually present in the normal human intimal layers and that intima becomes vascularized only with the development of the atherosclerotic process and when its layer grows in thickness (Geiringer, 1951).

Only in the last 20 years the presence of the adventitial vasa vasorum and the occurrence of plaque neovascularization was recognized and identified as a significant marker of plaque instability and confirmed in histological studies, as predictors of unstable atheromasic lesions in cerebro and cardiovascular patients (McCarthy, 1999; Mofidi, 2001).

## 3. Ultrasound contrast agents for functional plaque imaging

In the last few years, Contrast Enhanced Ultrasonography (CEUS) performed with $2^{\text {nd }}$ generation contrast agents and new dedicated software represent a useful tool that improved not only the diagnostic accuracy of ultrasonography, but allowed the detection of
vascularization and tissue perfusion in real-time and with excellent spatial resolution in many fields.
CEUS is a safety (Piscaglia 2006, Abdelmoneim 2009), emerging tool that allows to obtain more reliable information in daily practice (Claudon, 2008). As a matter of fact, regarding the evaluation of carotid atherosclerosis, CEUS provides an enhanced assessment of the arterial lumen and plaque morphology, an improved resolution of carotid intima-media thickness, and they even allow the direct visualization of adventitial vasa vasorum and plaque neovascularization (Purushothman, 2006; Feinstein, 2004). Feinstein et al reported in 2006 first experiences identifying carotid plaque neovascularization with CEUS in a patient with a significant and symptomatic carotid stenosis, confirmed by the histological findings after endarterectomy. They also observed the neovascularization regression after 8 months of statins therapy in a plaque of a diabetic patient. In a recent paper from our group (Vicenzini, 2007), we also observed that plaque vascularization can be easily detected with contrast ultrasound imaging in the the fibrous and fibro-fatty tissue and not observed in the calcific nor in the necrotic and haemorrhagic areas, as expression of plaque remodeling. More evidences are now confirming the reliability of this technique (Shah, 2007; Huang, 2008, Staub, 2010; Coll 2010).
In our research, we focus on the possibility to detect neoangiogenesis in carotid plaques with ultrasound and second-generation ultrasound contrast agents. In order to detect possible differences between atherosclerotic lesions correlated with clinical symptomatology, we studied patients to be submitted to carotid endarterectomy for severe, hemodynamic internal carotid artery stenosis, both asymptomatic as well as acute/recent symptomatic cerebrovascular patients. Data obtained were also confronted with postoperative histological findings. Moreover, asymptomatic patients with moderate internal carotid artery stenosis suitable for medical treatment and sonographic surveillance were investigated. Aim of our study was to evaluate the characteristics of carotid plaque vascularization detected with contrast ultrasound investigation according clinical findings, and to correlate contrast ultrasound investigation with histology and immunohistochemichal (VEGF, MMP3,CD 31-34).

### 3.1 Methods of CEUS investigation

Carotid duplex scanning was performed with an Acuson/Siemens Sequoia 512 and Siemens S2000 scanners, equipped with the software "Cadence Contrast Pulse Sequencing technology" (Cadence CPS). Linear phased array probes (6, 8 and 15 Mhz for the Sequoia, 9, 14, 18 MHz for the S2000). General Electric (GE Logiq9) and Philips IUD 22 scanner were also used. The same presets were maintained for all patients, in order to reduce pitfalls reproducibility.
Internal carotid artery plaques were digitally documented in B-Mode, Color and Power modes on both longitudinal and transversal scans, to obtain the best visualization of the atherosclerotic lesions. Angle corrected blood flow velocities were obtained with Pulsed Wave Doppler at the maximum site of stenosis. Plaque echographic morphology has been described according to criteria already well-established in literature (Gray-Weale, 1988; El Bargouthy, 1995): plaque structure according to the echogenicity, and considered as hyperechoic with acoustic shadow, hyperechoic, isoechoic, hypoechoic, and consequently as calcific, fibrous, fibro-calcific, fibro-fatty/haemorrhagic. Plaque surface as regular, irregular and ulcerated, when a surface irregularity $>2 \mathrm{~mm}$ was detected. Echogenicity was also quantified with Gray Scale Median (GSM) computerized analysis (Biasi, 1999) in order to
better define the plaque risk. The degree of stenosis was evaluated according to European Carotid Surgery Trial criteria (ECST, 1995), as percentage of the difference between the original and the residual lumen at the maximum site of stenosis and to the relative increase of blood flow velocities (Sabeti, 2004).
Contrast ultrasound investigation was performed, as already described (Vicenzini, 2007), after small repeated bolus injections of SonoVue (Bracco Altana Pharma, Konstanz, Germany) in an antecubital vein ( 20 Gauge Venflon), followed by saline flushes. After identifying the plaque on longitudinal and transverse scans, and after having obtained the baseline B-mode, Color and Power images of the plaque, the 15 Mhz linear array probe with a mechanical index varying from 0.4 to 1.4 with CPS continuous real-time recording software was used to achieve the best visualization of plaque morphology and vascularization, in the same longitudinal view. Freezed images and clips were stored throughout the investigation, in order to compare the basal images with the same images obtained after contrast administration. The "Contrast Agent only" software feature, in which the image is derived only from the signals originating from the microbubbles, has been used. All the investigations were digitally stored onto an external hard-disk for the offline review analysis, performed by two different sonographers.
Carotid endarterectomies have been carefully performed in order to obtain the whole plaque with minimal trauma. The removed plaques were immediately placed in formalin and subsequently probed with hematossilin-eosin coloration, to have a general view of plaque cellularity, and immunostained with antibodies for Vascular Endotelial Growth Factors (VEGF) and Matrix MetalloProteinases 3 (MMP3) (DAKO, Glostrup Denmark). After the complete observation of the lesion, the regions of interest observed at ultrasound images were identified and discussed with the sonographers.

## 4. Contrast ultrasound findings

Ultrasound contrast agent microbubbles are visualized few seconds after the injection as a hyperechoic dynamic flow in the carotid vessel lumen, providing an enhanced visualization of the carotid intima-media complex and a better identification of the plaque surface. They may be of help in better defining plaque surface and to indentify plaque ulceration, especially when B-Mode imaging and Color imaging are blurry or have a low definition.
Mainly during the diastolic cardiac phase, probably due to the reduced local pressure, the distribution of UCA inside the plaque allowed the visualization of vascularization. Microvesseles were detected through the visualization of microbubbles penetrating in the iso-hyperechoic fibrous and fibro-fatty tissue, as a little vessel perpendicular to the carotid lumen, regardless the severity of stenosis.
Further, a different pattern of plaque vascularization was observed in the acute symptomatic patients, represented by a major and more diffuse contrast enhancement, completely different from the pattern of the majority of the asymptomatic plaques. These data have been confirmed by other Authors (Xiong, 2009; Staub, 2010, Chowdhury ,2010, Cosgrove, 2009).
Histological specimens with immunostaining obtained from CEA confirmed a relevant angiogenesis in symptomatic plaques when compared to asymptomatic ones. From our experience (Vicenzini, 2007, 2009; Giannoni, 2009 a, 2009 b), we observed that microbubbles diffuse easily in the fibrous tissue of carotid plaques and that histologically correspond to the newly generated vessels, so confirming that plaques angiogenesis could be related to


Fig. 1. Contrast carotid ultrasound of a ulcerated plaque. Ultrasound contrast agents better identify plaque surface and ulceration (green arrow).


Fig. Isoechoic, fibrous plaque with regular surface determining moderate internal carotid artery stenosis in an asymptomatic patient. No vascularization observed at contrast ultrasound.
progression and remodeling. In these regards, several Authors reported the strong histological correlation between the density of the new vessels in the intima and the incidence of luminal stenosis, the extent of chronic inflammatory infiltrates, the evidence of granulation tissue, thus confirming that symptomatic coronary and carotid artery plaques are characterized by a high vascularized pattern (McCarthy, 1999; Mofidi, 2001; Fleiner, 2004; Spagnoli, 2004; Dunmore, 2007).
The relevance of angiogenesis in atherosclerosis is driving efforts to develop accurate and reliable imaging modalities able to quantify plaque neovessels in-vivo. The ideal noninvasive technique should have a high resolution and be widely available and reproducible. In cardiology, angiogenesis and microvessels observed in coronary atheromas in histological studies have proven to be strongly associated with unstable angina and myocardial infarction. These observations lead then to the concept that the coronary atherosclerotic
plaque, when in a late phase of development, becomes richly vascularized, unstable and responsible of the coronary artery occlusion and/or distal embolization, with consequent myocardial ischemic damage (Fryer, 1987; El Barghouty, 1995; Mofidi, 2001; Spagnoli, 2004). Morevoer, in our experience, contrast ultrasound shows vasa-vasorum and plaque newlyformed microvessels with an outward-inward direction, probably witnessing the patophysiological mechanism responsible of intraplaque microvessels rupture resulting in plaque increase of volume and surface rupture, trombotically active. The immunohistochemical sampling confirmed the relevant neoangiogenesis in these areas. On the other hand, the vascularization pattern was quite different in asymptomatic plaques, that showed less contrast enhancement with histological demonstration of more mature microvessels of higher caliber, rarely distributed in the plaque context. These contrast ultrasonographic findings are confirming histological data showing that every plaque has its own vascularization and that neoangiogensis is relevant in the unstable and symptomatic carotid plaque, as in the coronary arteries (Barger, 1984). New vessels formed within an atherosclerotic lesion have to be considered a "locus minoris resistentiae", because they are particularly prone to rupture, thus causing intra-plaque haemorrhage, increased plaque volume and instability. Several factors have been identified as contributors to the neovascular response of the atherosclerotic plaque: hypoxia and ischemia occurs when the intima and media undergoes thickening, inducing the production of angiogenic factors such as vascular endothelial grow-factor (VEGF), in particular in the diabetic patient (Williamson 1993). With the rupture of these microvessels, intraplaque haemorrhage stimulates the inflammatory response of macrophages and T cells to produce angiogenic factors, further promoting angiogenesis and increase of plaque volume.


Fig. Acute symptomatic vascularized plaque. Green arrows show microbubbles in the plaque texture.

## 5. Role of inflammation and intraplaque angiogenesis

The patophysiological mechanisms responsible for progression and change towards carotid plaque instability remain incompletely defined. Consequently, there is an important need to identify if other elements play a key role in the progression and embolism from carotid plaques. Nowadays, the importance of inflammation and inflammatory markers has been claimed as a fundamental factor involved in the development and progression of the
atherosclerotic plaques; furthermore, the association between inflammation, atherosclerosis progression and cardiovascular events have been well established for coronary and carotid artery diseases (Libby, 2002; Ridker, 2003, Monaco 2009, Monaco 2010, Shalhoub 2009, Shalhoub 2010.). Histological studies have observed that stable plaques are indeed characterized by a chronic inflammatory infiltrate, whereas vulnerable and ruptured plaques are characterized by an active inflammation and "plaque activity" processes involved in the thinning of the fibrous cap, predisposing to plaque rupture (de Nooijer, 1996; Spagnoli, 2004; Spagnoli, 2007). Nonetheless, the occurrence of high plaque neovascularization originating from the external layers and the increased number of adventitial vasa-vasorum have been considered, and confirmed in histological studies, as other important predictors of unstable achromatic lesions in symptomatic and asymptomatic carotid artery plaques (Mofidi, 2001; Dunmore, 2007), through different mechanisms that may be connected with plaque inflammation. Angiogenesis occurs indeed regularly within atherosclerotic plaques and plaque vulnerability and symptomatic carotid disease have been associated with an increased number of microvessels (Fleiner, 2004). It is indeed believed that the absence of pericytes in new vessels causes the "leak" of potentially noxious and inflammatory plasma components into the extracellular matrix of the media/intima, increasing the plaque volume, gradually reducing vessel wall oxygen diffusion, enhancing further angiogenesis. In the final phase, the plaque is enveloped in adventitial vasa vasorum and rich network of small caliber microvessels, a hallmark of symptomatic atherosclerosis (Carlier, 2005). The processes that lead to intramural haemorrhage and plaque ulcerations are other important issues that have been extensively studied. Some theories claims the hypothesis that atherosclerosis progression is due to an "outside-in" process and, effectively, intimal vessels originating from the adventitial layers have been observed much more frequently that those originating from the luminal side, resembling microvessels that grow within tumors (Kumamoto, 1995; Mofidi, 2001; Dunmore, 2007). This datum was also confirmed in our patients, in which the microbubbles diffusion seems to be oriented from the external adventitial layers towards the internal intimal lumen and, constantly, through a little vessel present under the plaque ulcerations.


Fig. Plaque vascularization in the area below ulcerations

This latter observation further supports the theory that intraplaque hemorrhage and ulcerations can be related to the rupture of newly formed intraplaque microvessels, that, being immature and with a thin wall, are submitted to local triggering factors such as mechanical forces and shear stress. The histological observation that intraplaque hemorrhages are common in every atherosclerotic lesion, usually deep and not connected with the vessel lumen, is another indicator that the bleeding originates locally (Bornstein, 1990; Milei, 1998).

## 6. What is new and good, what is not good

The most relevant information that can be obtained with CEUS is that plaque angiogenesis is possible to be demonstrated in vivo and in "real time". A limitation of this approach is the modality of the evaluation of these patterns of vascularization: at present, a method of a real numerical objective quantification is indeed not available for carotid plaques. Differently from the evaluation of myocardium, in which tissue perfusion is the expression of a normal condition, and differently from small coronary plaques, in which there is a different ratio due to the size of the vessel, this pattern may interest limited regions of the carotid plaque and the quantitative analysis of the mean signal enhancement deriving from the whole plaque cannot be easily applicable. The semi-quantitative evaluation, being arbitrary, may not be considered as really representative of plaque vascularization, also because evaluated in bi-dimensional images on user-defined region of interest. The identification of these patterns requires then a very careful visual and morphological observation. Moreover, at present, conventional CEUS imaging is provided through a bidimensional plane, that is not able to give complete information regarding the whole plaque angiogenesis, also considering that plaques can be either or not vascularized with avascular areas, due to necrosis, hemorrhage or calcifications.

## 7. Future research

Standard ultrasound carotid duplex is one of the most diffuse and available technique to assess plaque morphology and to identify the "plaque at risk". With Ultrasound Contrast Agents, more information on carotid atherosclerosis can be identified in routine clinical practice: as a matter of fact, an enhanced assessment of the arterial lumen and plaque morphology and an improved resolution of carotid intima-media thickness can be obtained. Consistent data also report that the direct visualization of adventitial vasa vasorum and plaque neovascularization is now possible with this technique, with the main advantage of being simple, low cost, minimally invasive and "in vivo". These data could open future perspectives to study unstable carotid plaques with contrast ultrasound to evaluate plaque progression and the possible efficacy of medical therapies. In these regards, the efficacy of statins in cardiovascular prevention has been established (Mizuguchi, 2008). Several papers suggested that the pleiotrophic effects of statins may contribute to plaque stabilization reducing inflammation (Yamagami 2008; Kadoglou, 2008) and, potentially, all these features could be evaluated with contrast ultrasound. The innovative aspect of this study is that data obtained from histological specimens are detectable "in vivo", with minimal invasiveness, by contrast ultrasound investigation.
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## 1. Introduction

There has been a recent increase in the use of regional anesthesia in pediatric patients (Lacroix, 2008). This explosive growth, particularly in the use of truncal blocks, can be attributed in part to the refinement of anatomically based ultrasound imaging to facilitate nerve localization. Historically, pediatric regional anesthesia has posed a significant challenge due to the close proximity of nerves to critical structures and the need for limiting the local anesthetic volume below toxic levels in children. Ultrasound guidance, however, allows the visualization of important anatomy and can help overcome many of these traditional obstacles.
This chapter will review a variety of common peripheral nerve and central neuraxial blocks that can be performed using ultrasound guidance in children. This aspect of regional anesthesia has the potential for significant contributions to evidence-based medicine. Because ultrasound guidance is a relative newcomer to the field of regional anesthesia, most of the current literature is not evidence based. As a result, much of the data comes from case reports and case series. This chapter is based on an extensive review of the literature using MEDLINE and EMBASE from 1980 to May 28, 2009. Our goal is to provide the pediatric anesthesiologist with a comprehensive summary of the relevant sonoanatomy, techniques, and outcomes of ultrasound guidance for peripheral nerve blocks of the extremities and trunk as well as neuraxial blocks in pediatric patients based on currently available literature.

## 2. Peripheral nerve blocks

### 2.1 Upper extremity blocks

Peripheral regional anesthesia is of great utility in children undergoing surgery on the upper extremities. Although many approaches to the brachial plexus have been described, the axillary block using conventional methods is still the most commonly performed and reported brachial plexus blockade in children. This may be due to the fact that other block sites are situated near critical structures such as the cervical pleura (supraclavicular and infraclavicular) and the spinal cord (interscalene). Although there is a paucity of related literature, the introduction of ultrasound imaging will likely greatly increase the performance of brachial plexus blocks in infants and children at locations besides the commonly described axillary approach by allowing for real-time visualization of anatomical structures.

### 2.1.1 Axillary block

### 2.1.1.1 Sonoanatomy

The axillary approach blocks the radial, median and ulnar nerves. A probe placed perpendicular to the anterior axillary fold provides a short-axis view of the neurovascular bundle with the biceps brachii and coracobrachialis muscles lateral and the triceps brachii medial and deep to the biceps. The axillary artery is a useful ultrasound landmark and appears as a circular anechoic structure adjacent to the biceps and coracobrachialis muscles. Terminal nerves surround the artery with the radial nerve located deep and along the midline of the artery. The median and ulnar nerves are both superficial to the artery, with median nerve visible between the artery and biceps muscle while the ulnar nerve is found more medial (Figure 1). It is important to be aware of anatomic variation, particularly in the location of the median nerve. The musculocutaneous nerve is located between the coracobrachialis and biceps muscles, but it is difficult to detect in children (Rapp \& Grau, 2004). In contrast to the textbook anatomical description, in an ultrasound image the radial, median, and ulnar nerves often appear the same size as the axillary artery (Rapp \& Grau, 2004).


Fig. 1. Sonoanatomy of the axillary block location using a linear hockey stick probe (SLA 6$13 \mathrm{MHz}, 25-\mathrm{mm}$ footprint) placed transversely to the humerus.

### 2.1.1.2 Technique

An axillary block may be used for procedures on the elbow, forearm, or hand. The use of ultrasound guidance for this block in children, however, is not well described in the literature; a recent search produced no original reports (Fleischmann et al., 2003). This block may be performed in children using techniques borrowed from adult patients. With a hockey stick or linear small footprint probe placed proximally in the axilla and transverse to the humerus, an in-plane technique may be used. It is best to use multiple injections with needle redirections to ensure that the local anesthetic surrounds all the terminal nerves of the plexus. Due to the close proximity of the axillary vein and artery, multiple punctures may be necessary to avoid intravascular injection.

### 2.1.1.3 Outcome and discussion

In children, the axillary block is one of the most popular approaches to the brachial plexus (Cregg et al., 1996). Due to the abundance of vessels in the axillary region, caution must be taken when performing this block to avoid intravascular injection. This is particularly important when multiple punctures are required to achieve the desired circumferential local anesthetic spread. The use of ultrasound for real-time visualization may reduce this risk. Color Doppler is also a helpful tool to identify the axillary vasculature. Due to the superficial location of the plexus, ultrasound guidance may help the anesthesiologist guide the needle advancement (Tsui \& Suresh, 2010a).

### 2.1.2 Interscalene block

### 2.1.2.1 Sonoanatomy

Ultrasound imaging allows visualization of the C5, C6, and C7 nerve roots between the anterior and middle scalene muscles (Figure 2). In a transverse oblique plane at the level of the cricoid cartilage and at the posteriolateral aspect of the sternocleidomastoid muscle, the muscle appears as a triangular shaped structure overlying the internal jugular vein and common carotid artery. The scalene muscles serve as useful landmarks; the anterior scalene lies deep to the sternocleidomastoid and lateral to the subclavian artery, while the middle and posterior scalenes are located more posterolaterally. The neurovascular (interscalene) sheath appears as a hyperechoic structure within the interscalene groove. The trunks and/or roots of the brachial plexus may be visible as round or oval-shaped hypoechoic structures.


Fig. 2. Sonoanatomy at the interscalene groove using a linear hockey stick probe (SLA, 6-13 $\mathrm{MHz}, 25-\mathrm{mm}$ footprint).

### 2.1.2.2 Technique

For optimal imaging, the probe is placed in a transverse oblique plane at the level of the cricoid cartilage. A combined ultrasound-guided nerve stimulating technique may facilitate nerve localization. Using an in-plane approach and slight redirections to advance the needle close to the brachial plexus, local anesthetic spread around the nerve roots or trunks may be
visualized. Precise needle placement may limit the dose of local anesthetic required (Tsui \& Suresh, 2010a). This combined ultrasound guided-nerve stimulation technique has also been described in the literature using an out-of plane approach and displacement of the middle scalene muscle tissue as a means of tracking the needle tip (Fredrickson, 2007).

### 2.1.2.3 Outcome and discussion

An interscalene approach is a means of providing analgesia for patients undergoing surgery of the shoulder or proximal arm that can last 6-12 hours. This block may also be used for catheter placement for continuous analgesia (Marhofer et al, 2005). While it may be advantageous to use nerve stimulation in conjunction with ultrasound to confirm the identity of the localized nerve root, a report documenting the performance of an interscalene block in a 7 -year-old child with femur fibula ulna syndrome suggests that ultrasound guidance may be of special value for patients in whom the use of nerve stimulation is impossible (Van Geffen et al., 2006).
Due to potential adverse effects including pneumothorax, vertebral artery injection, and intrathecal injection, the intrascalene block is not common in pediatrics. Palpation of the interscalene grove often proves challenging in children under general anesthesia and as a result a recent report states that this block is not recommended for any heavily sedated or anesthetized patient (Bernards et al., 2008). However, the improvements in nerve localization made possible due to ultrasound guidance have the potential to increase the use of this block in children.

### 2.1.3 Supraclavicular Block

### 2.1.3.1 Sonoanatomy

At the level of a supraclavicular approach, the trunks and divisions of the brachial plexus are superiolateral to the subclavian artery and above the first rib. This relationship is most clearly visualized with the probe in a coronal oblique plane. The subclavian artery may be used as a primary ultrasound landmark and appears as an anechoic, hypodense, pulsatile structure. Color Doppler may be useful to confirm vascular identification. The trunks and divisions of the plexus appear as three hypoechoic grape-like clusters around the artery while a hyperechoic line with dorsal shadowing indicates the first rib (Figure 3).

### 2.1.3.2 Technique

Literature describing the supraclavicular technique in children is limited (Suresh et al., 2009). A recent report describes an approach similar to that used in adult patients (De Jose Maria et al, 2008). With a high frequency probe in the coronal oblique plane, the plexus divisions and/or roots are visible lateral to the subclavian artery. Using an in-plane approach, directing the needle from lateral to medial avoids vascular structures in contact with the plexus. An out-of plane approach may also be successful.

### 2.1.3.3 Outcome and discussion

The supraclavicular block may be performed for patients undergoing most procedures of the upper extremities. However, when compared to other brachial plexus blocks there is an increased risk of pneumothorax due to the proximity of the lung parenchyma at the level of this block. By using an in-plane approach, ultrasound guidance may reduce this risk by providing clear visibility of the needle shaft and tip, making the supraclavicular approach one of the most reliable and effective blocks of the brachial plexus (Tsui \& Suresh, 2010a).


Fig. 3. Sonoanatomy at the supraclavicular block location using a linear hockey stick probe (SLA, $6-13 \mathrm{MHz}, 25-\mathrm{mm}$ footprint) placed in the coronal oblique plane.

### 2.1.4 Infraclavicular block

### 2.1.4.1 Sonoanatomy

In the infraclavicular approach to the brachial plexus, the cords are located inferior and medial to the coracoid process. Both the axillary artery and vein serve as useful ultrasound landmarks for the infraclavicular approach. These vessels are located deep and medial to the cords, with the vein positioned medial and caudal to the artery (Figure 4). Although all the cords surround the artery, they are not visualized with equal clarity. The lateral cord is most


Fig. 4. Sonoanatomy at the infraclavicular block location using a linear hockey stick probe (SLA, $6-13 \mathrm{MHz}, 25-\mathrm{mm}$ footprint) placed below the clavicle in a parasagittal plane.
easily viewed and appears as a hyperechoic oval structure. In contrast, the posterior and medial cords may be difficult to visualize, in part because the view may be obstructed by the axillary vasculature; the medial cord lies between the artery and vein while the posterior cord is deep to the artery. The pectoralis major and minor muscles lie superficial to the neurovascular bundle and are separated by a hyperechoic lining (perimysium).

### 2.1.4.2 Technique

While the plexus lies quite deep in adults, the structure is much more superficial in children, making a higher frequency probe optimal. Marhofer et al. described a lateral approach to this block in which the probe was placed transversely below the clavicle with the patient in the supine position (Marhofer et al, 2004). The authors achieved sufficient visualization of the plexus in all 40 patients studied. With the needle inserted using an out-of-plane approach 1 cm inferior to the probe, the local anesthetic dispersion was also clearly visualized.
A recent report by De Jose Maria et al described a different technique in which the probe was placed either parallel or in a slightly parasagittal plane to the clavicle (De Jose Maria et al., 2008). The authors recommended using a medium frequency probe to maximize visibility of deeper structures in older children. The needle was inserted cephalad to the probe and redirected when necessary to ensure optimal spread of the local anesthetic around the cords.

### 2.1.4.3 Outcome and discussion

The infraclavicular block is commonly used for patients undergoing surgery of the upper arm and elbow. It may also be a useful approach for placing a catheter in the posterior cord during more extensive procedures. The risks of this block are similar to the supraclavicular approach, with the danger of pneumothorax being most serious. Just as with the supraclavicular block, an in-plane needle insertion under ultrasound guidance may minimize the risk by allowing clear visualization of the needle tip and shaft (Chin et al., 2008). In addition, due to the closer proximity of the cervical pleura to the plexus cords medially, a lateral puncture site is recommended (Greher et al., 2002). Ultrasound imaging may also be advantageous in avoiding multiple puncture sites and visualizing underdeveloped structures like the coracoid process that may be difficult to palpate in children using "blind" techniques (Marhofer et al., 2004; de Jose Maria \& Tielens, 2004).
The first controlled study by Marhofer et al in 2004 compared ultrasound guidance to traditional nerve stimulation technique for performance of the infraclavicular block in children. The authors reported ultrasound guidance to be associated with superior visual analog scores during block puncture, better sensory onset times (mean times of onset were 9 vs. 15 mins ), longer duration of sensory block, and better sensory and motor block scores 10 mins after the block was performed. The authors explained the faster onset and longer duration of the blocks by the more accurate deposition of local anesthetic possible under ultrasound guidance (Marhofer et al, 2004). Although this study was a prospective, randomized controlled blinded study, the authors did not comment on the power necessary to determine statistical significance.

### 2.2 Lower extremity blocks

Multiple regional anesthesia techniques may be used for children undergoing surgery of the lower extremities, including lumbar plexus, femoral, and sciatic nerve blockades. These
procedures can be performed successfully with the aid of ultrasound, which allows clearer localization of structures as well as visual confirmation of the local anesthetic spread.

### 2.2.1 Lumbar plexus block

### 2.2.1.1 Sonoanatomy

Lumbar plexus blocks provide analgesia to the major branches of the lumbar plexus, including the femoral, genitofemoral, lateral femoral cutaneous, and obturator nerves and are therefore indicated for surgical procedures involving the hip, knee, or foot. In infants, a transverse (axial) view using a linear probe reveals several bony structures including spinous processes, laminae, and transverse processes, as well as musculature such as the erector spinae and quadratus lumborum. The plexus is located deep to these structures and is embedded in the psoas muscle (Figure 5). In a transverse scan, the spinous processes appear hypoechoic (likely due to dorsal shadowing effect) and extend superficially, whereas the transverse processes are hyperechoic masses or lines at the lateral edge of each vertebra. In the longitudinal scan, the lateral edges of the transverse processes can be identified at the most lateral point near multiple hyperechoic nodules (Tsui \& Suresh, 2010a). In this view the plexus lies between and just deep to the lateral tips of the processes.


Fig. 5. Sonoanatomy at the lumbar plexus block location using a linear probe (HFL38, 6-13 $\mathrm{MHz}, 38-\mathrm{mm}$ footprint) placed transversely at L4/5.

### 2.2.1.2 Technique

With the patient in the lateral decubitus position, ultrasound guidance may be used to identify the transverse processes of L4 or L5 and visualize the psoas major muscle and the plexus in relation to the paravertebral musculature. To locate the bony landmarks, it is important to alternate between transverse and longitudinal planes to survey the region of between the processes. Because of the depth and the similar echogenicity of the plexus to psoas major, however, ultrasound visualization of the nerves may not be possible in older children. In these patients, instead of real-time guidance the block is usually ultrasound
aided, meaning that location and depth of the transverse processes are determined using ultrasound but the actual needle placement is not imaged. In younger children the plexus is easier to identify because the muscle tissue appears relatively more hypoechoic than the nerve structures, which contain hyperechoic connective tissue layers (Kirchmair et al., 2004). It is best to insert the needle in a cephalad or caudad direction rather than medially towards the spinal canal.

### 2.2.1.3 Outcome and discussion

Visualization of the lumbar paravertebral region using sonographic imaging has been described in the literature, with the authors reporting successful intra and postoperative analgesia (Johr, 2005). Although ultrasound may enable visualization of the transverse processes or the plexus itself, use of a nerve stimulator, maintaining a needle puncture relatively lateral and cranial (Schuepfer \& Johr, 2005), and performing a regular aspiration during injection are recommended to increase safety of the block. Without clear tracking of the needle tip and it may be difficult to achieve an adequate view of the local anesthetic spread, especially if the needle is inserted in a relatively medial and caudal location (Tsui \& Suresh, 2010a). Therefore, a risk-benefit analysis is necessary before performing this block. There is a lack of data in the pediatric literature describing the use of ultrasound imaging for other blocks of the nerves of the lumbar plexus, notably the fascia iliaca block, 3-in-1 block, or individual blocks of the lateral femoral cutaneous or obturator nerves. However, these blocks could all benefit from the advantages offered by ultrasound guidance. In particular, visualization of local anesthetic spread will likely reduce reliance on injecting larger than necessary volumes of local anesthetic in an attempt to block all of the related nerves (Simion \& Suresh, 2007).

### 2.2.2 Femoral nerve block

### 2.2.2.1 Sonoanatomy

The femoral nerve originates from nerve roots L2, L3, and L4 and when blocked provides surgical anesthesia and analgesia for the anterior thigh extending to the knee. The femoral artery is easily visualized and serves as the principle ultrasound landmark (Figure 6). With the probe placed perpendicular to the nerve axis (i.e., coronal oblique) at the level of and parallel to the inguinal crease, the nerve appears lateral to the large, circular, and anechoic femoral artery. Color Doppler may be helpful to identify the femoral vasculature. The nerve typically assumes a triangular shape but may be of variable size. The fascia lata (most superficial) and iliaca (separating the nerve from the artery) are visible superficial to the femoral nerve and most often appear as bright and longitudinally angled echogenic signals (Tsui \& Suresh, 2010a).

### 2.2.2.2 Technique

A femoral nerve block may be used for surgical procedures on the anterior thigh and knee, including anterior thigh biopsy and knee arthroscopy. With the patient supine, the femoral artery, vein, and nerve can all be visualized with a linear probe placed along the inguinalfemoral crease. When inserted using an in-plane approach, the needle tip can be visualized as it enters the fascia iliaca. It is important that the needle be placed inside the fascia iliaca compartment. In a study comparing ultrasound guidance to nerve stimulator technique, the nerve was visible in all children studied when the probe was placed parallel and inferior to the inguinal ligament and lateral to the femoral artery. Ultrasound was also used effectively to visualize the needle tip and facilitate needle redirections (Oberndorger et al., 2007).


Fig. 6. Sonoanatomy at the femoral nerve block location using a linear hockey stick probe (SLA, $6-36 \mathrm{MHz}, 25-\mathrm{mm}$ footprint) placed parallel and inferior to the inguinal ligament.

### 2.2.2.3 Outcome and discussion

The proximity of the femoral nerve to major vasculature increases the potential for inadvertent vessel puncture and hematoma formation. Although there is no direct evidence to prove that ultrasound could reduce this risk, it is the authors' experience that fewer adverse events occurred when this block was performed under ultrasound guidance. In addition, precise ultrasound imaging of the local anesthetic spread may reduce the need for larger volumes used when injecting blindly.

### 2.2.3 Sciatic nerve block

### 2.2.3.1 Sonoanatomy

The sciatic nerve is formed by nerve roots L4 to S3 and innervates the posterior thigh and leg below the knee, with the exception of the medial portion. As it leaves the pelvis through the greater sciatic foramen, the sciatic nerve can be found inferior to the gluteus maximus muscle. The nerve lies between the ischial tuberosity and the greater trochanter, however typically only the greater trochanter can be seen when using a small foot print linear probe (Figure 7). Curved probes (curvilinear) with moderate-low frequency (e.g. $2-5 \mathrm{MHz}$ ) allow deeper ultrasound beam penetration and are often necessary in older children. Although the greater trochanter and ischial tuberosity serve as the principle bony landmarks for the subgluteal approach, they must be palpated with great care as these structures do not reach adult morphology until puberty (Scheuer et al., 2000). Thus, since the size of the greater trochanter is dependent on the age of the child, it is only highly recognizable at 6 to 8 years of age (Scheuer, 2000). While the medial aspect of the greater trochanter appears largely hypoechoic, the sciatic nerve is predominantly hyperechoic and is typically elliptical in a short-axis view.
The pathway of the sciatic nerve continues through the posterior popliteal fossa before bifurcating to form the common peroneal and tibial nerves. A linear probe transversely oriented in the popliteal crease captures both the tibial and common peroneal nerves located


Fig. 7. Sonoanatomy at the subgluteal location using a linear probe (HFL38, $6-13 \mathrm{MHz}$, 38 mm footprint). Image shows where the sciatic nerve lies at the midpoint between the ischial tuberosity and the greater trochanter of the femur.
medially and laterally, respectively, to the popliteal vessels (Figure 8). This vasculature, particularly the popliteal artery, serves as useful ultrasound landmarks (color Doppler may be useful). At the popliteal crease, the tibial nerve is found more superficial and most adjacent to the artery. However, as the probe is moved cephalad, the artery becomes deeper and more distant as the tibial nerve moves laterally to join the common peroneal nerve. At and cephalad to the bifurcation, the sciatic nerve appears as a large round to flat-oval hyperechoic structure. The biceps femoris muscle lies superficial to the bifurcating nerves and appears as a large oval shaped structure with less internal punctuate areas (hyperechoic spots) than the nerves.

### 2.2.3.2 Technique

A sciatic block is commonly used for surgical procedures of the foot and ankle, as well as in combination with a femoral nerve block for patients undergoing knee surgery (De Jose Maria et al., 2008). In children, subgluteal and popliteal approaches are most commonly employed. For the subgluteal approach, the child should be in the Sim's position with the hip and knee flexed (van Geffen \& Gielen, 2006). To visualize the sciatic nerve in cross section, the probe should be oriented transversely at the mid point of the ischial tuberosity and the greater trochanter. The nerve can be seen deep to and at the junction where the gluteus maximus muscle meets the biceps femoris-semitendinosus muscle complex. Both inand out-of-plane approaches have been described with success.
For a more distal block of the sciatic nerve at the popliteal fossa, it is best to place the patient in the prone position with the probe above the popliteal crease. The probe is moved cephalad until the nerves merge together. Using an in-plane approach, the needle is placed in close proximity to the sciatic nerve and the local anesthetic spread surrounds the nerve.
To achieve an ideal image, a probe appropriate to the size of the child must be used. Deeper structures in older children require lower frequency probes for sufficient visualization. Such a low frequency probe might be necessary for the subgluteal approach as there is
considerable variation in the depth of the sciatic nerve in older children. In contrast, highfrequency linear probes are more advantageous for popliteal blocks.


Fig. 8. Sonoanatomy in the popliteal fossa just distal to bifurcation of the sciatic nerve using a linear hockey stick probe (SLA, 6-13, $25-\mathrm{mm}$ footprint).

### 2.2.3.3 Outcome and discussion

Ultrasound imaging can be particularly beneficial when using blind catheter insertion to confirm the spread of local anesthetic around the nerve. In addition, ultrasound guidance can be advantageous in instances in which a blind technique is likely to fail. An example of this was described for patients with venous malformations. The use of ultrasound in these patients helped the anesthesiologist avoid vascular puncture during needle placement (van Geffen et al., 2007). Due to the high degree of variability in the division of the sciatic nerve, ultrasound also offers considerable advantages in nerve localization when using the popliteal approach (Schwemmer et al., 2004).

### 2.3 Truncal blocks

Truncal blocks are becoming a more popular means of providing analgesia for procedures in the umbilical or epigastric regions. The ability to visualize relevant musculature and fascial layers with ultrasound offers an advantage over the more subjective conventional technique of detecting "pops" or "clicks" upon penetration into fascial compartments. This is particularly beneficial in children due to the close proximity of nerve and critical abdominal structures. In addition, visualization of the local anesthetic spread made possible with ultrasonography has the potential to improve success rates and allow for administration of minimal volumes of local anesthetic (Willschke et al., 2005, Willschke et al., 2006).

### 2.3.1 Ilioinguinal-iliohypogastric block

### 2.3.1.1 Sonoanatomy

The ilioinguinal and iliohypogastric nerves supply the groin area and are derived from the L1 nerve root of the thoracolumbar plexus. Both nerves are seen as hypoechoic structures
between the internal oblique and transversus abdominis muscles. A short-axis view of the ilioinguinal nerve running in the transversus abdominis plane (TAP) can be viewed using a probe placed medial to the superior aspect of the anterior superior iliac spine (ASIS) (Figure 9). The ASIS appears nodular in shape and hypoechoic due to the dorsal shadowing beyond the highly reflective periosteum. The lateral abdominal muscles appear with numerous hyperechoic dots within a hypoechoic background (a "starry night" appearance). Any hyperechoic divisions between the muscles represent fascial compartments.


Fig. 9. Sonoanatomy of the ilioinguinal-iliohypogastric nerve block location medial to the ASIS using a linear hockey stick probe (SLA, 6-13 MHz, 25-mm footprint).

### 2.3.1.2 Technique

This block is commonly used for patients undergoing surgery involving the inguinal region, including hernia repair, orchiopexy, or groin surgery. When performed successfully, these blocks can be as effective as caudal blocks and may be used when a caudal block is contraindicated (Markham et al., 1986). When using a linear probe, it should be placed at the highest point of the iliac crest with the axis facing the umbilicus. This orientation provides a clear view of the relevant muscle layers and nerves as they run in the TAP. Using an inplane approach, a needle is inserted toward the ilioinguinal and iliohypogastric nerves. After a small test injection of dextrose $(1-2 \mathrm{ml})$ to confirm the spread between the muscles and close to the nerves, local anesthetic can be injected into the space.

### 2.3.1.3 Outcome and discussion

The use of conventional techniques for the ilioinguinal nerve block based on the observance of clicks to determine penetration of the abdominal muscles as a reported success rate of approximately $70 \%$ (Lim et al., 2002). Part of the block failure may be attributed to inaccurate nerve localization using traditional landmark-based needle insertion sites and the fascial click method to determine injection. A study by Wientraud et al, used ultrasonography to determine the actual location of local anesthetic distribution when it was injected using traditional methods. The local anesthetic surrounded the nerves in only $14 \%$ of blocks (Wientraud et al, 2008). Thus, the use of ultrasound guidance to visualize the plane of nerve localization, needle trajectory, and local anesthetic dispersion offers significant opportunity for improvement.

Pharmacodynamic studies have demonstrated the efficacy of lower doses of local anesthetics for managing postoperative pain in children who received these blocks under ultrasound guidance. The authors also believe using lower volumes could reduce the risk of local anesthetic toxicity (Willschke et al., 2006). The use of lower volumes of local anesthetic is also supported by a recent pharmacokinetic study that found higher plasma levels of ropivacaine using ultrasound guidance when compared to a single pop technique (Weintraud et al., 2009).

### 2.3.2 Transversus Abdominis Plane (TAP) block

### 2.3.2.1 Sonoanatomy

The TAP is a potential space located between the internal oblique and the transversus abdominis muscles. The thoracolumbar nerve roots, T8-L1, run in the TAP. The 3 muscle layers: external oblique, internal oblique, and transversus abdominis, serve as easily identified landmarks in an ultrasound image (Figure 10). However, there may not be a clear distinction between the individual muscles. The external oblique is most superficial and lies above the internal oblique, followed by the transversus abdominis. Deep to the muscles, the peritoneum appears as a hypoechoic region. The nerves for this block have similar echogenicity when compared to the muscles and travel tangentially to the ultrasound beam axis. As a result, the nerves will not be visualized.


Fig. 10. Sonoanatomy at the TAP using a linear hockey stick probe (SLA, $6-13 \mathrm{MHz}, 25-\mathrm{mm}$ footprint).

### 2.3.2.2 Technique

TAP blocks may be used to provide analgesia for a variety of abdominal procedures as well as chronic neuropathic abdominal wall pain (McDonnell et al., 2007). This block is particularly useful when a central neuraxial blockade is contraindicated. Performing a TAP block in pediatric patients under ultrasound guidance has been described using a step-bystep approach (Pak et al., 2009). A high-frequency linear probe or hockey stick probe is placed on the abdomen lateral to the umbilicus. The probe can be shifted laterally to identify the three layers of the abdominal wall. Next, a needle is placed at or slightly posterior to the
midaxillary line using an in-plane approach. The needle should be inserted into the plane between the internal oblique and the transversus abdominis muscles and the local anesthetic is injected into this potential space. The local anesthetic dispersion will appear as an elliptical opening of the potential space. If this spread is not observed, it is important to hydrodissect with small injections of local anesthetic solution or saline until the exact plane of injection is recognized.

### 2.3.2.3 Outcome and discussion

In adults, the anesthesiologist may rely on palpating the lumbar triangle of Petit to find the internal oblique muscle that lies at its base (Rafi, 2001). However, this triangle is not easily palpable in children, making ultrasound a valuable tool for determining needle placement. Because it includes blockade of the first lumbar nerve root, a TAP block may be used instead of an ilioinguinal/iliohypogastric block when images from the region anterior and medial to the ASIS are not ideal (Fredrickson et al., 2008).

## 3. Neuraxial blocks

Performing central neuraxial blocks in pediatric patients can be challenging, due in part to the narrow safety margin for needle placement in the spinal canal and tight positioning of anatomical structures. While the use of ultrasound in neuraxial anesthesia in adults is somewhat limited because of poor beam penetration through the ossified bony vertebral column, it could be of much greater value in pediatric patients. In contrast to adults, children have limited ossification, thus allowing good visual resolution of the anatomy and block-related equipment or solutions (Tsui \& Suresh, 2010b). Despite an increasing amount of literature supporting the use of ultrasound guided neuraxial blocks, the benefit of ultrasound has not yet been established for block performance or outcome in all patients.

### 3.1 Epidural Analgesia

### 3.1.1 Sonoanatomy

Visualization is typically easier in younger children because of the largely cartilaginous composition of their vertebral columns. To capture an overview of neuraxial structures, the probe should be placed both in transverse and longitudinal planes. In a transverse view, the central vertebral body in the region of L3/L4 appears as a hyperechoic " V " in contrast to the more hypoechoic paravertebral muscles. Bony structures such as the spinous processes are useful in identifying the midline (Figure 11). The ligamentum flavum and dura mater may be visualized as hyperechoic lines in the transverse view, although the dura mater becomes more difficult to see in children older than 6 months (Tsui \& Suresh, 2010b). Deep to the dura, fibers of the cauda equina appear as hyperechoic dots in an anechoic space filled with cerebrospinal fluid.
Using a paramedial longitudinal view at the level of the thoracic vertebrae, the spinous processes and laminae are easy to identify as slanted hyperechoic lines. Deep to the ligamentum flavum and dura mater, the spinal cord appears as a hypoechoic structure with two distinguishing features: a central line of hyperechogenicity representing the median sulcus, and a bright outer covering of the pia mater (Figure 12).

### 3.1.2 Technique

A report by Rapp et al. examined the use of ultrasound preoperatively to visualize the sacral, lumbar, and thoracic regions (Rapp et al., 2005). The authors used ultrasound to measure the
skin to ligamentum flavum distance to determine the depth of loss of resistance. An assistant is recommended during catheter placement if real time imaging is desired. In this study a separate individual positioned the probe in the paramedial longitudinal plane at the level of insertion while the anesthesiologist performed the epidural puncture. Ultrasound images were used to monitor the loss of resistance, seen as a ventral displacement of the dura mater and widening of the epidural space.


Fig. 11. Sonoanatomy of the spinal column and canal in a transverse axis at the L3/L4 level using a linear probe (HFL38, 6-13 MHz, 38 mm footprint).


Fig. 12. Sonoanatomy of the spinal column and canal in a paramedian longitudinal view at the midthoracic level using a linear probe (HFL38, $6-13 \mathrm{MHz}, 38 \mathrm{~mm}$ footprint).
A randomized controlled trial by Willschke et al. also studied the use of ultrasound guidance for determining loss of resistance (Willschke et al., 2006). The procedure was
performed with the child in the lateral position with knees flexed. Similar to the technique described by Rapp et al, an assistant operated the probe in a paramedial longitudinal plane while the anesthesiologist performed a midline puncture. The needle was inserted after visualization of the dura mater and the needle was followed on its course through the ligamentum flavum into the epidural space. Ultrasound imaging was also used to confirm the tip of the catheter and local anesthetic spread.

### 3.1.3 Outcome and discussion

Ultrasound imaging for epidural analgesia may be beneficial either preprocedurally (before puncture) or during (in real time) block performance to estimate the depth to the epidural space as well as the spread of the local anesthetic. When identifying the epidural space, studies have found that the dura mater is typically more clearly visible than the ligamentum flavum (Marhofer et al., 2005; Kil et al., 2007). The benefits of preprocedural ultrasound may be more substantial in obese children in whom the landmarks are difficult to palpate (Kawaguchi et al., 2007). A randomized study compared ultrasound guidance with loss of resistance technique for the placement of both lumbar and thoracic level epidural catheters (Willschke et al., 2006). Although the authors found ultrasound guidance to be superior in terms of the number of bone contacts and speed of execution, at this time ultrasound guidance does not obviate continuous testing for loss of resistance.
There is also evidence to suggest that ultrasound may enable visualization of static structures like catheters (Chawathe et al., 2003). This is possible by one of two methods: monitoring the movement of the local anesthetic as the catheter moves through the solution, or noting the ventral movement of the dura mater.

### 3.2 Caudal block

### 3.1.1 Sonoanatomy

Preprocedural imaging in both the transverse and longitudinal planes is important to identify the sacrococcygeal ligament, dural sac, and cauda equina. With the probe placed in the transverse plane at the level of the coccyx, the sacral hiatus is visible between two hyperechoic lines: the superior line represents the sacrococcygeal ligament while the inferior represents the dorsum of the pelvic surface of the sacrum (Figure 13). When the probe is placed in a longitudinal plane between the sacral cornua, the dorsal surface of the sacrum, dorsal aspect of the pelvic surface of the sacrum, as well as the sacroccygeal ligament are viewed. The ligament can be identified as a thick, linear, hyperechoic band that slopes caudally. When ossification has occurred at the midline, as is the case in older children, the paramedial longitudinal view is optimal because it allows the ultrasound beam to penetrate the spaces lateral to the spinous processes (Roberts \& Galvez, 2005).

### 3.2.2 Technique

Current research supports the use of ultrasound imaging in both the transverse (Raghunathan et al., 2008; Schwartz et al., 2008) and longitudinal (Roberts \& Galvez, 2005; Park et al., 2006) planes to guide needle placement during a caudal block. For the transverse technique, the probe was placed just cephalad to the point of injection. Ultrasound imaging allowed visualization of local anesthetic injection within the caudal epidural space, made evident by the presence of localized turbulence and a swelling of the caudal space (Schwartz et al., 2008).


Fig. 13. Sonoanatomy of the caudal epidural space at the level of the sacral hiatus using a linear hockey stick probe (SLA, $6-13 \mathrm{MHz}, 25 \mathrm{~mm}$ footprint) placed in the transverse plane.
The longitudinal technique allows a long axis view of the needle as is penetrates the sacrococcygeal ligament and thus is particularly valuable in determining accurate angle and depth of the needle. Park et al. used ultrasound in children age 2-84 months to determine the optimal angle of needle entry (Park et al., 2006). The authors found a needle angle of 21 degrees to the skin surface to be successful in $92.3 \%$ of patients studied. A similar technique has been found to be successful for catheter insertion into the caudal space. The position of the catheter is possible with ultrasound imaging (Roberts \& Galvez, 2005).

### 3.2.3 Outcome and discussion

Caudal blocks for lower extremity and perineal perioperative analgesia are one of the most commonly practiced regional anesthesia techniques in children. However, they can be associated with higher rates of complications than peripheral blocks, notably bloody punctures and intravascular injections (Giaufre et al., 1996; Lacroix, 2008). To reduce these risks, it is important to have correct needle placement when performing the block. The use of epidural electrical simulation may be used in conjunction with ultrasound guidance to ensure proper needle placement within the caudal epidural space. When compared to the swoosh test for confirming caudal epidural placement, investigators found real time ultrasonography to have significantly higher sensitivity and negative predictive value (Raghunathan et al., 2008). The low negative predictive value may be explained in part by the older age of the patients ( $5-8 \mathrm{yrs}$ ).
Similar to that described in the adult literature, it may be beneficial to use both transverse and longitudinal planes; the longitudinal plane to view the needle puncture followed by a transverse plane to ensure local anesthetic dispersion (Chen et al., 2004). Although there is an increasing amount of literature illustrating the advantages of clearer visualization of anatomical structures as well as the needle, more evidence is needed to clearly define the benefits of ultrasound imaging in neuraxial blocks. For the caudal block in particular, ultrasound guidance may be considered cumbersome for the standard patient, however it may be a useful tool in obese patients in whom poorly palpable landmarks make the blind approach more difficult.

| Block | Indications | Ultrasound Landmark |
| :---: | :---: | :---: |
| Axillary | Surgery of the elbow, forearm, or hand | Axillary artery |
| Interscalene | Surgery of the shoulder or proximal arm, catheter placement for postoperative pain control | Scalene muscles and subclavian artery |
| Supraclavicular | Most surgical procedures of the upper extremity distal to the midhumerus | Subclavian artery |
| Infraclavicular | Surgery of the arm and elbow, catheter placement for major reconstructive procedures | Subclavian artery and vein |
| Lumbar plexus | Surgery of the hip or knee | Transverse processes |
| Femoral nerve | Surgical procedures of the anterior knee and thigh | Femoral artery |
| Sciatic nerve | Most surgical procedures of the foot and ankle, may be used in conjunction with a femoral block for knee surgery | Subgluteal: greater trochanter and ischial tuberosity Popliteal: popliteal artery |
| Ilioinguinaliliohypogastric | Hernia repair or groin surgery | Two to three muscle layers (external oblique and aponeurosis) and the anterior superior iliac spine |
| Transversus abdominis plane | Major abdominal procedures, chronic neuropathic abdominal wall pain | Three muscle layers: external oblique, internal oblique, transversus abdominis |
| Epidural analgesia (lumbar) | Surgery of the lower extremity or abdomen | Ligamentum flavum, dura mater, and bony structures (midline spinous processes in transverse plane, laminae in paramedial longitudinal plane) |
| Caudal | Perineal surgery | Dorsum of pelvic surface of the sacrum and hyperechoic sacrococcygeal membranes on the two coruna |

Table 1. Common peripheral and neuraxial nerve blocks in children

### 3.3 Spinal anesthesia

Although ultrasound imaging has the potential to facilitate needle guidance and determination of the depth of the subarachnoid space, to the authors' knowledge there is no published literature available at this time that has studied this aspect of pediatric spinal anesthesia.
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